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Research on operation optimization of building energy 

systems based on machine learning 

 

Abstract 

 

Renewable energy has developed steadily in recent years in the context of energy shortages and 

safe supply requirements. The power sector, in particular, plays a crucial role in energy conservation 

and emission reduction. Renewable energy development can reduce dependence on fossil fuels and 

improve energy self-sufficiency rates. Since over 40% of total energy consumption comes from 

buildings, increasing the self-sufficiency rate of renewable energy in buildings is critical. While 

Japan's implementation of the feed-in tariff in 2011 led to explosive growth in household renewable 

energy equipment, the trend slowed as the feed-in tariff price decreased. Therefore, it is urgent to 

reduce further the cost of running household renewable energy equipment. This research focuses on 

applying machine learning in optimizing building energy system operations further to reduce the 

operation cost of building energy systems and increase the self-sufficiency rate of renewable energy. 

In Chapter 1, INTRODUCTION AND PURPOSE OF THE RESEARCH. Chapter 1 introduces the 

background of energy research, including the current situation and bottlenecks of comprehensive 

energy development, as well as the importance of developing variable renewable energy sources. 

Additionally, it presents renewable energy's development and current state globally and in Japan. The 

chapter also highlights recent advances in energy prediction, reinforcement learning control, and 

related research demonstrating how machine learning technology can address energy security and 

renewable energy deployment issues in building energy systems. Finally, this chapter outlines the 

paper's research purpose and logical framework to help reviewers better understand its content. 



ii 

 

In Chapter 2, METHODOLOGY. Chapter 2 focuses on the key concepts and methods used in the 

study, which include machine learning, deep learning, deep reinforcement learning, and energy 

storage systems. Specifically, the chapter summarizes the fundamental theories and methodologies 

of deep learning and deep reinforcement learning, which form the foundation of the algorithms 

utilized in the subsequent research. 

In Chapter 3, MATERIALS AND DATA PREPROCESSING. Chapter 3 provides an in-depth analysis 

of the data resources and this study's preprocessing steps. The measured energy system data from 

Kitakyushu Science Research Park and Jono Zero Carbon Smart Community were utilized. This 

section details the system under consideration, the methodology employed for data preprocessing, 

potential data patterns, and the creation of the training and test sets utilized in the subsequent 

experiments. 

In Chapter 4, POTENTIAL ANALYSIS OF THE ATTENTION-BASED LSTM MODEL IN 

BUILDING ENERGY SYSTEM. Chapter 4 aimed to evaluate the potential of using an attentional-

based LSTM network (A-LSTM) to predict HVAC energy consumption in practical applications. To 

assess the potential applicability of the A-LSTM model in practical scenarios, the training and testing 

datasets used in the experiments consist of actual energy consumption data collected from Kitakyushu 

Science Research Park in Japan. Five baseline models (A-LSTM, LSTM, RNN, DNN, and SVR) were 

developed, and the Tree-structured Parzen Estimators (TPE) algorithm was introduced to optimize the 

model's super parameters. The subsequent application of the models on the target database resulted in 

a comprehensive analysis of the results from multiple perspectives. The results indicate that the A-

LSTM model achieved the highest prediction accuracy, surpassing the LSTM model with a 3.06% 

reduction in overall RMSE, a 6.54% decrease in MSE, and a 0.43% increase in R² value. Furthermore, 

the A-LSTM model performed exceptionally well when the length of the training set was between 4 
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and 6 years. However, the model's prediction accuracy sharply decreased when the size of the training 

set was reduced to 2 years, indicating its limitations in predicting small sample data. 

In Chapter 5, OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING 

VALUE-BASED REINFORCEMENT LEARNING. Chapter 5 presented the proposed model-based 

deep reinforcement learning algorithm called Model-based Double-Dueling Deep Q-Networks (MB-

D3QN). This algorithm optimizes the cost-effective operation of a residential house equipped with a 

grid-connected PV-battery system in Japan. Results compared and analyzed the performance of Q-

learning, DQN, and D3QN agents in optimizing the scheduling strategy of the residential PV-battery 

system based on real-world monitored data and real-time electricity price. The experimental results 

proved the effectiveness of the reward function design, and both DQN and D3QN algorithms can 

reduce energy costs. The case analysis based on the measured data also proves that the MB-D3QN 

algorithm provides a more efficient scheduling strategy. Compared to the baseline model, it reduces 

the annual electricity cost by 11.27%. According to the analysis of cost-effectiveness and influencing 

factors, it could be concluded that the optimization effect of the MB-D3QN method was mainly 

affected by the difference between the average PV generation and average load and then by the average 

RTP. The analysis of the Soc control effect proves that MB-D3QN can intelligently judge the future 

load and electricity price peak and take reasonable charge and discharge action. The comparison 

between the model-based D3QN method and the model-free D3QN method shows that the model-

based approach proposed in this study can significantly improve sample utilization and effectively 

learn empirical knowledge from limited small sample data.  

In Chapter 6, OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING 

ACTOR-CRITIC BASED REINFORCEMENT LEARNING CONSIDERING REAL-TIME 

ENERGY PREDICTION. Chapter 6 proposed a model-based RL control method considering real-
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time prediction values for operation optimization of the residential PV-battery system. The 

optimization goals aim at reducing the energy cost of the microgrid and ensuring that the PV self-

consumption ratio is not lower than the baseline model. To achieve this goal, this study designed a 

new multi-objective optimization reward function, and experimental results proved the effectiveness 

of the designed reward function. One of the key steps in this study was to develop and evaluate nine 

different prediction models with varying structures to predict power demand, real-time electricity price, 

and photovoltaic power generation. The optimal prediction model was selected for each variable 

through a comparative evaluation process. Subsequently, the predicted value from the selected models 

was incorporated into the observed state variable of the RL models for the next time step. The 

experimental results showed that the above four algorithms could achieve the optimization objective 

by using the designed reward function in this study. The TD3 algorithm had the best performance in 

each season. It could reduce the annual energy costs by 17.82% and increase the PV self-consumption 

ratio by 0.86% compared with the baseline model. In addition, the improved method proposed in this 

chapter is superior to the models proposed in Chapter 5 in terms of cost optimization and PV self-

consumption ratio, which indicates that the solution proposed in this chapter is a better approach for 

this scenario. 

In Chapter 7, CONCLUSION AND OUTLOOK. A summary of each Chapter is concluded. 

 

Keywords: Machine Learning, Deep reinforcement learning, Operational optimization, Photovoltaic 

battery systems 
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1.1 Research Background 

In recent years, the rapid development of industrialization and urbanization has led to a sharp 

rise in global energy demand, creating severe challenges for mitigating climate change. The energy 

industry is essential for ensuring the production and development of human society, as it not only 

guarantees the sustainable growth of the economy but also reflects a nation's strategic 

competitiveness. This growing energy demand necessitates the implementation of an effective and 

efficient energy strategy that can address both economic and environmental concerns. Fig. 1-1 

demonstrates that global electricity demand has grown significantly over the past 30 years, 

increasing from 12,000 TWh in 1990 to 25,000 TWh in 2020 - an increase of 52%. Furthermore, 

the International Energy Agency (IEA) predicts this demand will reach 40,000 TWh by 2040, 

representing an additional 27.5% increase.  

Fig. 1-1 The electricity generation by the different technology of the world (Resource: IEA 

data, World Energy Outlook 2020)[1] 

Fossil fuels have been a cornerstone of economic and social development since the industrial 

revolution. However, the unsustainable consumption of fossil fuels has led to global climate change 
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and human health problems. Fossil fuels account for approximately 75% of global greenhouse gas 

emissions, resulting in rising global temperatures and more frequent extreme weather events, 

negatively impacting the natural environment and human society. Furthermore, fossil fuels are a 

major contributor to local air pollution. The harmful substances, such as nitrogen oxides, sulfur 

dioxide, and particulate matter, released during the combustion of fossil fuels not only pollute the 

air but also negatively impact human health. According to the World Health Organization, at least 5 

million people die prematurely each year due to this health issue, making it one of the most 

significant global health challenges. The world must rapidly transition to low-carbon energy to 

reduce carbon dioxide emissions and local air pollution. Nuclear power and renewable technologies, 

including solar, wind, hydro, and biomass energy, are among the most promising options. As an 

efficient, clean, and reliable energy source, nuclear power can provide significant electricity without 

producing greenhouse gas emissions or air pollutants and has become an important energy source 

in many countries worldwide. Renewable energy sources have the advantages of wide distribution, 

high renewability, and zero emissions and have become an important direction for global energy 

structure transformation. 

According to the International Energy Agency (IEA), CO2 emissions have sharply increased 

since the 1950s, reaching 2.38 billion tons in 2000. From 2000 to 2010, emissions rose by 32%, 

reaching 3.16 billion tons in 2010. The IEA predicts total global emissions will reach approximately 

3.68 billion tons by 2020, shown in Fig. 1-2. However, due to the suspension of global economic 

activity and the decrease in energy demand caused by the COVID-19 pandemic, carbon dioxide 

emissions fell by 5.8% in 2020. Although the decline was temporary, the pandemic has presented 

an opportunity to recognize the role of human activities in contributing to climate change and to 

explore ways to reduce carbon emissions in the future. Nevertheless, the IEA anticipates a rapid 

recovery of CO2 emissions after the outbreak is under control, and economic activity resumes. 

Therefore, adopting more sustainable and low-carbon energy practices is crucial to reduce carbon 
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emissions and mitigating climate change. 

Fig. 1-2 CO2 emissions from global fossil fuel combustion and industrial processes from 

1990 to 2020 [1] 

According to statistics, building energy consumption accounts for about 40% of global energy 

consumption[2], and the proportion of building carbon dioxide emissions is as high as 36% of the 

total emissions[3]. Heating, ventilation, and air-conditioning (HVAC) systems account for 40% (or 

even higher) of commercial building energy consumption[4]. Within this context, increasing the 

proportion of renewable energy sources(RES) to reduce building energy consumption has become 

a research hotspot[5]. Besides, in the context of high building energy consumption, improving energy 

efficiency and utilizing renewable energy is one of the most efficient routes to achieve 'carbon 

neutrality' and meet the increasing demand for building energy. This approach helps facilitate the 

clean transformation of the energy structure, enabling more sustainable development. 

Currently, building systems are rapidly evolving and transitioning towards smart grids that are 

more active, flexible, and intelligent, thus presenting new challenges for traditional energy 
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management. Particularly, energy management and economical operation in high renewable energy 

penetration require real-time perception, Analysis, and decision-making to ensure optimal system 

performance. Small energy systems, consisting of multiple distributed generating units, storage 

systems, and local loads, are also called microgrids. A microgrid can be operated in either grid-

connected or isolated island mode, allowing residential users to switch roles from sole consumers 

purchasing electricity from the public grid to independently producing and consuming electricity. 

In other words, a microgrid can integrate and utilize various forms of renewable energy to meet the 

local load demand. Moreover, this approach enables additional income arbitrage in the energy 

market, as it facilitates the exchange of power with the outside world under different pricing 

mechanisms.  

Since photovoltaic(PV) technology has the advantages of excellent cost and convenient 

deployment, making it one of the most widely used RES[6]. Consequently, more and more 

households are opting for the household multi-energy system (HMES)[7],  and its structure is 

shown in Fig. 1-3, which integrates electricity, natural gas, and renewable energy sources (such as 

photovoltaic and wind power) as energy sources. As a bidirectional grid-connected energy system, 

HMES can meet multiple load demands of users and sell excess renewable energy to the grid, 

reducing household energy payment costs[8]. Therefore, the HMES integrating RES undoubtedly 

has significant research value and application potential. However, due to the multiple uncertainties 

in the application of the HMES, the energy scheduling of the system faces significant challenges. 

Firstly, renewable energy production is greatly affected by environmental factors (such as weather 

conditions)and has strong intermittency and uncertainty. Secondly, with the development of the 

electricity market, many countries have adopted the real-time electricity price (RTP)[9], which is 

also highly uncertain due to the fluctuations of the electricity futures trading price. Third, for 

residential customers, the differences in living habits and rapid electrification will also lead to the 

uncertainty of electricity demand. The energy storage system (ESS) is an effective approach to deal 
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with these uncertainties[10]. The ESS can not only effectively alleviate the instability caused by the 

fluctuation of renewable energy but also optimize the economy of the energy system according to 

the dynamic information of energy prices, and the grid-connected residential photovoltaic-battery 

system based on HMES has become Japan's fastest-growing renewable energy technology. It should 

be noted that although the ESS has the above advantages, it also increases the system cost and the 

complexity of system optimization[11]. 

Fig 1-3 Structure of home energy management system (HEMS)[12] 

To further improve the economy of ESS and the utilization of renewable energy, intelligent 

ESS has attracted increasing attention. Intelligent ESS enables more efficient energy management 

by introducing control systems that formulate optimal control strategies considering renewable 

energy production, electricity demand, and RTP[13,14]. Most current residential intelligent ESS 

systems use classical control methods, such as proportional, integral, and derivative controllers or 

rule-based controllers. However, these controllers cannot predict the many uncertainties in the 

system because they do not include domain-specific knowledge and cannot use historical data or 

model predictions. Therefore, traditional control methods can not achieve relatively accurate energy 

storage control. Model predictive control (MPC) is a popular multi-objective control method, which 

could formulate these uncertainties as a constrained optimization problem[15–17]. For example, the 

MPC controller can advance charge or discharge control of ESS based on the forecast of demand, 
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RTP, and renewable energy production to improve renewable energy utilization and save energy 

costs. However, since the prediction of future data and the setting of constraints are the basis of 

MPC model implementation, its control effect is greatly affected by the model's prediction 

accuracy[18]. It can be seen that the load prediction model is the core of MPC, and the commonly 

used load prediction models are currently based on traditional machine learning techniques[19–21]. In 

recent years, with the rapid development of deep learning, deep neural networks have been 

increasingly used in load prediction. Deep learning(DL) is a series of new structures and methods 

developed based on multi-layer neural networks. DL models have significant advantages over 

traditional machine learning models in predicting multivariable time series problems. 

However, an accurate prediction model often needs a large amount of training data and careful 

hyperparameter tuning. This implies that knowledge learned by the MPC model is difficult to 

transfer between different buildings because the historical data of each residential customer is 

unique and has different requirements and characteristics. Therefore, developing a standard MPC 

model for different residential customers is a severe challenge. Due to the increasing popularity of 

Machine Learning (ML) methods, Markov decision process (MDP) theory-based reinforcement 

learning (RL), which is another important branch of ML, provides an effective solution to solve the 

operational optimization problem of building energy systems. Compared with MPC, the RL model 

does not require complex and accurate plant modeling. It can make the RL agent interact with the 

environment through training data, select the action that maximizes the cumulative reward, and then 

make an optimal decision, which makes it possible to make a standard model for different 

buildings[22]. 

1.2 The Development of Renewable Energy in Japan 

1.2.1 The Development of Renewable Energy in the world 

The discovery and utilization of fossil energy sources have significantly contributed to 

economic and social progress. However, it has also resulted in severe environmental and climate 
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problems. Climate change has emerged as a major non-traditional security challenge with far-

reaching consequences for humanity. In addition, using fossil fuels leads to air pollution, posing a 

significant threat to human health and living conditions. Urgent action is needed to transform the 

global energy structure by reducing our reliance on fossil fuels and promoting the development and 

deployment of clean energy sources. This transformation must prioritize energy security and 

sustainable development, aiming for a win-win scenario for economic growth and environmental 

protection. 

Fossil fuels dominate the energy mix, partly because transportation and heating are challenging 

to decarbonize. The high energy density and portability required for energy demand in these areas 

make fossil fuels more advantageous than other sources. However, with the development and 

innovation of technology, cleaner energy alternatives are gradually emerging. For instance, electric 

vehicle technology has become more mature, and battery technology has enabled longer-range 

electric vehicles, providing the transportation industry with more alternatives. Additionally, 

hydrogen fuel cell technology is maturing and offers another alternative for transportation. In the 

heating sector, some countries and regions have started experimenting with renewable energy 

sources, such as solar and geothermal. Furthermore, new clean fuels are emerging, such as biomass 

energy and liquefied petroleum gas. 

The power system offers a more diverse energy option than transportation and heating. With 

the continual progress of technology and decreasing costs, the share of clean energy in the power 

system is gradually increasing. The diversity of clean energy options in the power system also 

expands, supporting the energy structure's transformation. As shown in Fig. 1-4, natural gas is the 

primary fuel for power generation in North America, CIS, the Middle East, and Africa. South and 

Central America rely on hydroelectricity for over half of their power. In Asia, coal dominates the 

generation mix with a share of 57% - far higher than any other region. In Europe, renewables 

(including biopower) have become the largest source of power generation, accounting for 23.8% 
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for the first time, surpassing nuclear at 21.6%[23]. Generation in Europe is relatively evenly 

distributed among renewables, nuclear, gas (19.6%), and hydro (16.9%). Globally, coal remains the 

primary fuel for power generation, though its share fell 1.3 percentage points to 35.1% in 2020, the 

lowest level in our data series. Renewable energy sources saw a rise to record levels last year 

(11.7%), and when combined with gas-fired power, their share (35.1%) matched that of coal for the 

first time. In Europe, renewables comprised 23.8% of power generation, surpassing nuclear energy 

and establishing Europe as the first region where renewables are the primary source of power 

generation. The chart also clearly indicates that coal remains the primary fuel for power generation 

worldwide, although its share decreased by 1.3 percentage points to 35.1% in 2020. Meanwhile, 

renewables hit a record high last year (11.7%), and when combined with the gas-fired generation, 

their share (35.1%) was equal to coal for the first time. 

Fig.1-4 Regional electricity generation by fuel 2020[24] 

By 2030, according to the IEA, the world's installed capacity for renewable energy will increase 

by more than 70 percent, with solar and wind power set to dominate. At the same time, the share of 

renewables in the global electricity market will continue to grow. The application of renewable 



CHAPTER 1: RESEARCH BACKGROUND AND PURPOSE OF THE RESEARCH 

1-9 

energy in the European Union, the United States, China, India, and other countries and regions have 

been widely promoted and has achieved remarkable results. In the European Union, the share of 

renewable energy in electricity consumption reached 38% in 2020, and the European Commission 

has set a target of achieving a 55% renewable energy share by 2030. For example, Germany and the 

UK are experiencing significant growth in renewable energy generation. In Germany, 29% of 

electricity has been generated from renewable sources since 2015, while the figure for the UK stands 

at 24.5%. The German government has set an ambitious target of achieving at least 50% of its 

electricity from renewables by 2030, with the UK similarly requiring 45-55% to meet its 2030 

carbon budget. The European Union aims for renewable energy to account for at least 27% of total 

final energy consumption by 2030, which modeling suggests would translate to around 45-55% of 

electricity[25]. In the UK, combined wind and solar capacity grew from 5.46GW in 2010 to 27.25GW 

by the end of 2016. Germany aims to phase out nuclear power plants by 2022 and increase its 

renewable energy capacity to at least 50% by 2030[26]. In the United States, renewable energy 

accounted for nearly 21% of the country's electricity generation in 2020. The Biden administration 

has set a goal of achieving a carbon-free electricity grid by 2035. California has set ambitious targets 

to reduce greenhouse gas emissions and increase renewable energy penetration levels, intending to 

raise renewable energy resources to 33% of retail electricity sales by 2020 and 50% by 2030[27]. In 

2020, fossil energy power generation still accounted for a significant portion of Asia's total energy 

production, with renewable energy generation (REG) accounting for only 10.23%, according to BP. 

In China, the world's largest renewable energy market, the installed renewable energy capacity has 

exceeded 900 GW as of 2021. The government has set a target of reaching a 50% share of non-fossil 

fuels in primary energy consumption by 2030. In India, the share of renewable energy in the power 

sector has increased from 6% in 2014 to over 24% in 2021. The government has set a target of 

achieving a 450 GW renewable energy capacity by 2030. As Asia continues to face increasing 

energy demand, there is a need to balance economic growth with carbon emissions through a green 

transition that heavily relies on renewable energy development[28]. The IEA's World Energy Outlook 
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2021 report predicts that in a net-zero emission scenario, the Asia-Pacific region will account for 

45% of the clean energy market by 2050, indicating significant growth in clean energy deployment 

potential. 

It should be noted that both PV and wind power have seen significant growth in recent years, 

with solar PV growing at an annual rate of 18% and wind power at an annual rate of 9%. The 

projected growth trend of each renewable energy source is shown in Fig. 1-5. It can be seen that PV 

will be the most rapidly growing renewable energy in the future. The increase in PV and wind power 

adoption can be attributed to two main factors. Firstly, technological advancements and the growing 

production scale have led to a significant decrease in the manufacturing cost of photovoltaic cells, 

particularly silicon-based ones. This has resulted in historically low prices for photovoltaic power 

generation and improved efficiency and reliability of photovoltaic modules, making it a highly 

competitive energy option. Secondly, governments worldwide have provided support for clean 

energy, such as subsidies, tax incentives, and energy regulations, to the photovoltaic power 

generation industry, reducing the investment cost and increasing the return rate of return of 

photovoltaic power generation, attracting more investors to the field. As more countries and 

companies commit to reaching net-zero emissions, the demand for solar and wind energy will likely 

continue to grow, accelerating the transition to a cleaner, more sustainable energy system. 
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Fig. 1-5 Global renewables-based electricity support in the New Policies Scenario 

1.2.2 The Development of Renewable Energy in Japan 

According to recent data [29], Japan's final electricity demand in 2020 was largely dominated 

by the industrial sector, accounting for 35% of the total demand, followed by the commercial sector 

(34%) and the residential sector (29%) (as shown in Fig. 1-6). The industrial sector, in particular, 

depends heavily on fossil fuels, accounting for approximately 78% of its energy consumption. 

Meanwhile, the residential and commercial sectors dedicate a significant portion of their final 

energy consumption to heating, cooling, and hot water, with 57% and 45% of energy consumption, 

respectively, being utilized for these purposes. Consequently, it is paramount to increase the rate of 

renewable energy penetration and consumption in residential buildings if Japan is to realize its 

ambitious objective of achieving carbon neutrality by 2050. 
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Fig. 1-6 The electricity demand by sector of Japan (Resource: IEA data, Japan Energy 

Outlook 2022) 

To address this situation, the Japanese government has committed to achieving net-zero 

emissions by 2050. In response to the pledge to achieve carbon neutrality by 2050, the Ministry of 

Economy, Trade and Industry (METI) has formulated a green growth strategy [7] as the policy 

framework for this transformation. As per this strategy, Japan aims to derive 50-60% of its electricity 

from renewable sources by 2050, primarily through offshore wind. The remaining energy needs are 

anticipated to be met by combining hydrogen (10%), nuclear power, and fossil fuel power plants 

with carbon capture and storage (CCS), accounting for 30%-40% of the total. It is worth noting that 

Japan relies heavily on imported fossil and nuclear fuels due to its limited fossil fuel reserves. 

Promoting domestic renewable energy sources, such as solar and wind power, could help reduce the 

country's dependence on energy imports. Although the cost of deploying solar photovoltaic (PV) 

and wind energy in Japan is presently higher than in other countries, as these technologies become 

more widely adopted globally, costs are likely to converge over time as market competition 

increases and experience is gained. Consequently, it is anticipated that the cost of solar PV and wind 

power in Japan will decrease significantly in the future. 
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Japan is the world's fifth-largest emitter of greenhouse gases (GHG) and possesses a low 

energy self-sufficiency rate, primarily due to the scarcity of conventional energy sources such as 

coal, oil, and natural gas. Presently, renewable sources account for 21% of Japan's electricity 

production, while nuclear energy accounts for 3.95% and fossil fuels for 75.18%, as shown in Fig. 

1-3. Since the Fukushima nuclear disaster in 2011, Japan has experienced a marked reduction in 

nuclear power generation, as depicted in Fig.1-7. However,  As reported on Japan's Agency of 

Natural Resources and Energy website, Japan's energy self-sufficiency rate was merely 9.6% as of 

2017 due to heavy reliance on foreign countries for more than 80% of its energy supply. In the same 

year, Japan's proportion of renewable energy accounted for approximately 16% of its total energy 

consumption. Comparatively, other countries such as Canada, Italy, Germany, and Spain had 

significantly higher proportions of renewable energy overseas, with shares of 65.7%, 35.6%, 33.6%, 

and 32.4%, respectively[30]. These figures indicate that Japan's current energy self-sufficiency rate 

and renewable energy development still have much room for improvement compared to leading 

countries. 

Fig. 1-7 Changes in the Japanese composition of power sources [31] 



CHAPTER 1: RESEARCH BACKGROUND AND PURPOSE OF THE RESEARCH 

1-14 

To address the strain on the supply-demand balance of the grid during peak periods, the 

Japanese government undertook significant political and technical efforts to compensate for the loss 

of nuclear power after the Great East Japan earthquake. This was mainly accomplished through a 

substantial increase in thermal power generation. To effectively implement these principles, 

renewable energy generation (RES-E) must achieve a 20-22% share of power generation, thereby 

attaining the status of a "major source of electricity" by the year 2030, as prescribed by the Strategic 

Energy Plan (SEP) released by the Japanese government in 2018[32]. As a result, promoting the 

integration of renewable energy sources in their electricity supply mix has become a top priority for 

the government. Fig.1-8 illustrates that PV power generation in Japan has grown rapidly since 2012, 

following the implementation of a series of incentive policies by the Japanese government aimed at 

promoting the use of renewable energy sources[33]. By analyzing the development of renewable 

energy in Japan between 2010 and 2017, it is evident that the installed capacity of renewable energy 

increased at an average annual rate of 9% during 2010-2012. However, since implementing the 

Feed-in Tariff (FIT) program in 2012, renewable energy has experienced a significant surge with an 

annual growth rate of 22%. Solar photovoltaic installations have been the main contributor to the 

increase in installed capacity. By 2017, it is expected that more than 6,000 gigawatts of renewable 

energy capacity will be installed in Japan. Therefore, several studies have been conducted to 

evaluate the long-term energy mix and basic management of sustainable electricity supply systems 

from both policy and technical perspectives. These studies focus on maximizing the penetration 

level of renewable energy, supporting grid integration and dispatching, and reducing the power 
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sector's CO2 intensity.  

Fig. 1-8 Changes in installed capacity resulting from renewable energy and other factors 

(Excluding large-scale hydroelectric power)[34] 

Fig. 1-9 presents the Kyushu, Shikoku, and Hokkaido islands’ detailed regional power supply 

by shares and the existing fraction of renewable power plants in 2020. Table 1 displays the selected 

objectives’ regional peak hourly load and renewable power capacities in the 2021 scenario. The 

available data indicates that PV (photovoltaic) is the dominant renewable energy resource in the 

studied regions. The Kyushu region has the highest integrated PV capacity compared to Shikoku 

and Hokkaido islands. As of March 2022, the cumulative PV capacity in the Kyushu region was 

over 10.9 GW. However, the significant installed solar capacity significantly reduces the output of 

thermal power plants and makes it challenging to integrate intermittent power further.  The power 
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utility pays rising attention to handling the rising load volatility. 

Fig. 1-9 Grid electricity generation mix and renewable power plant capacity in Kyushu, 

Shikoku, and Hokkaido regions 

Table 1 Regional grid peak hourly load and renewable power capacity in 2021, the unit is MW 

Variables Peak load Solar Wind Biomass Hydro Geothermal 

Kyushu 15592 10850 630 1540 1860 240 

Shikoku 5030 3270 320 210 840 0 

Hokkaido 5041 2140 580 510 1650 30 
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Ref[35] examined the potential impact of measures to increase renewable energy generation in 

Japan while maintaining a reliable energy system. Results show that a merit order dispatch could 

increase renewable generation by 1.5% while replacing nuclear power with renewables could result 

in a renewable share of 58.2%. The authors recommend changes to Japan's next Strategic Energy 

Plan based on these findings. Ref[36] created a high-resolution renewable energy potential map, 

evaluated the interlinkages with Sustainable Development Goals (SDGs), and discussed issues 

related to implementing renewable energy systems in Japan. Ref [37] provided an insightful analysis 

of the impact of green bonds issued in Japan and energy price fluctuations on wind, solar, and hydro 

energy consumption between 1990 and 2020. The findings of this study highlight the positive long-

term impact of green bond issuance on energy prices, with solar and hydro energy consumption 

being particularly significant beneficiaries. Ref[38] examined the potential of large-scale building-

integrated photovoltaic (BIPV) modules for decarbonizing urban building stock in Tokyo, Japan. A 

model for estimating the hourly PV potential of building surfaces on a regional scale was developed 

and applied to the commercial building stock. Results indicate that exploiting the PV potential of 

building facades could satisfy 15%-48% of the annual electricity demand of the building stock in 

2050. Ref[39] conducted an economic assessment of residential PV systems integrated with EVs 

(V2H) in Japan towards 2030. The results show that the PV + EV system is already cost-competitive 

with grid electricity and a gasoline vehicle in 2018 and could reduce annual energy costs by up to 

68% and decarbonize the household energy system by 92% by 2030. Ref [40]proposed a novel 

approach to enhance the capacity for distributed power generation by combining the design of low-

voltage grid systems with subsidies for photovoltaic systems. A case study on rooftop photovoltaic 

generation in a Japanese town demonstrates the synergistic effect of integrating these two planning 

issues in facilitating the diffusion of photovoltaic systems. Ref[41] focused on the spread of 

residential photovoltaic (PV) systems and analyzed their social demand as an external business 

environment. The study found that electricity and energy conservation awareness has increased, and 

people have become more interested in renewable energy after the 2011 disaster. Ref[42] analyzed 
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factors affecting the decision-making process of purchasing solar photovoltaic systems in Japan. 

The survey found that consumers take about four months to make a purchase decision, and Feed-in 

tariffs correlate highly with purchasing motivation. 

In contrast, capital subsidy programs have little impact or even delayed impacts on purchasing 

timing. Ref[43] examined the potential of PV resources in Japan's power system and analyzed the 

impact of PV integration on the grid using a high-time-resolution optimal power generation mix 

model. The simulation results show that while Japan has immense potential for PV capacity, the 

growth of PV integration slows down when installed PV capacity exceeds the scale of peak demand. 

1.3 The Development of Building Energy Management Systems (BEMS)  

A distributed energy system is a comprehensive system based on cascade energy utilization. It 

is usually placed at the user's end to provide cold and hot electricity load. This approach has several 

advantages, such as increased energy efficiency, reduced energy consumption and emissions, and 

decreased pressure on the power grid. By integrating wind energy, PV generation, and geothermal 

energy sources into a traditional distributed energy system, the system's overall performance can be 

further improved. The adoption of renewable energy in distributed energy systems provides an 

effective solution to reduce overall energy consumption and emissions. In recent years, integrating 

distributed energy systems into microgrids has been recognized as an effective approach to enhance 

the renewable energy consumption capability of the grid. Consequently, various energy 

management and operation control methods have been developed and deployed, significantly 

increasing the flexibility of microgrid control. Common BEMS operational optimization schemes 

include day-ahead optimization, rolling day-to-day optimization, and real-time optimization. 

The most conventional building control method is rule-based feedback control, which typically 

involves two steps. First, pre-determined schedules are used to select setpoints, such as temperature 

setpoints. Then, Proportional-Integral-Derivative (PID) control techniques are utilized to track these 
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setpoints. The rule-based control (RBC) method is one of the earliest developed energy control 

strategies, which can intelligently realize the system operation control based on prior knowledge[44]. 

Authors in[45] examine the feasibility of implementing a rule-based energy management system for 

a microgrid platform in operation. In literature[46], a rule-based real-time controller is combined with 

optimization technology based on dynamic programming to manage the microgrid, focusing on 

minimizing energy costs. The study found that compared to the cost of energy provided by the grid 

alone, users could reduce their energy costs by 85% daily. Mauricio et al. [47] proposed a rule-based 

method for the real-time optimization of energy management system sequences. This method has 

been verified through testing on a real-time hardware-in-the-loop (HIL) platform to demonstrate its 

performance. However, these solutions typically rely on the current running state of the system and 

simplify the solution conditions as much as possible to meet the requirements of real-time 

computing. The decisions made by these methods are often short-sighted and fail to fully consider 

the opportunity cost, making it challenging for RBC to achieve the optimal solution for the long-

term energy management of the system. 

To further enhance control accuracy, control methods based on linear programming (LP) have 

been extensively utilized in energy system management. The basic procedure of LP involves 

constructing an energy system model based on physical constraints pertinent to the system's 

operation, followed by utilizing LP technology to acquire the optimal solution by the predefined 

optimization objectives. The ultimate objective is to attain optimal results for designing and 

operating the energy system. Authors in[48] developed a model using a mixed-integer programming 

(MILP) algorithm to determine the optimal size of a PV cell system with the lowest total investment 

operating cost. This model was implemented in a mountainous building in northern Italy, aiming to 

replace traditional fossil fuels. Truong Dinh et al.[49] proposed a supervised learning strategy for 

home energy management systems (HEMS) based on MILP that can proficiently regulate ESS and 

RES, intending to reduce energy costs. Simian Pang et al.[50] introduced a decomposition algorithm 
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based on mixed-integer linear programming (MILP) to optimize the power scheduling for efficient 

tracking performance and realize cooperative scheduling of multiple heat loads. The effectiveness 

and feasibility of the proposed method in enhancing comprehensive benefits were demonstrated 

using heat load data from a specific region. The authors in [51]proposed a novel Energy Management 

System (EMS) for battery storage systems, which utilizes a Mixed-Integer Linear Programming 

(MILP) optimization algorithm implemented in GAMS, with CPLEX as the solver. The proposed 

EMS strategy guarantees a sustained reduction (around 47%) in the number of long-term (10-year) 

battery replacements, leading to substantial cost savings. 

The control methods based on LP are simple and effective, but they are not optimal for two 

main reasons. Firstly, these strategies do not consider predictive information, resulting in sub-

optimal performance. Secondly, the control sequence, including parameters in PID controllers, is 

fixed and pre-determined, which means it is not customized for specific building and climatic 

conditions. As a result, these strategies may not be flexible enough to adapt to changing conditions. 

The introduction of load prediction into traditional LP methods to improve building control 

performance constitutes the Model Predictive Control (MPC) method. The core part of the MPC is 

the load prediction model, which forecasts future load demand within a significantly extended 

optimization window. Upon the prediction, the MPC controller computes a set of optimal actions 

and executes them in the next time step, and the detailed process is shown in Fig 1-10. In literature[52], 

a two-stage robust stochastic programming model was developed for commercial microgrids, which 

can be adjusted in real-time to minimize the cost of power imbalance while maximizing expected 

profits in the day-ahead market. In literature[52], a closed-loop distributed model was designed to 

optimize the energy regulation behavior of multiple participants, thereby reducing potential 

variations in intra-day economic scheduling. Based on the forecast of wind power generation and 

electricity price, J.J. Yang et al. proposed a charge-discharge control strategy for energy storage 

equipment based on the data drive, which realized the maximization of income of energy storage 
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equipment[53].In literature[54], a two-layer energy scheduling strategy based on model predictive 

control was proposed, which improves the robustness of prediction errors by solving the boundary 

value problem and adjusting the optimal results of the previous layer. In the study[55], a two-layer 

coordinated energy management control method was proposed, which generates an economic 

operation plan during the day-ahead scheduling stage and minimizes the cost of power adjustment 

by tracking the day-ahead scheduling scheme, thus addressing the deterioration of the optimization 

effect caused by prediction errors during the day-ahead scheduling process. Sahar Rahim et al.[56] 

proposed a home energy management system based on the genetic algorithm (GA), which realized 

the optimization of cost-effectiveness and load peak considering constraints of user comfort 

satisfaction. Authors in [57] proposed a multi-objective predictive energy management strategy based 

on the machine learning technique for residential grid-connected hybrid energy. Results showed that 

electricity costs and carbon dioxide emissions were significantly reduced. A hierarchical two-layer 

home energy management system controller was presented by Elkazaz et al.[58], which could 

optimize household energy usage using a mixed-integer linear programming optimization.  

Fig. 1-10 The workflow of MPC  

Currently, two limitations are hindering the progress of MPC. Firstly, the stochastic and 

dynamic nature of energy systems in practical applications tends to augment their complexity, 

thereby exacerbating the difficulty of energy system modeling. It means every building and its 

energy systems are unique, so it is difficult to generalize a standard building energy model for 

https://www.sciencedirect.com/science/article/pii/S0378778816306867#!
https://www.sciencedirect.com/science/article/pii/S0306261920306309#!
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various buildings. Secondly, the precision of MPC control relies on the accuracy of the predictive 

model. However, the randomness and instability of renewable energy sources present significant 

challenges in developing highly accurate prediction models.  

1.4 The Application of Machine Learning in BEMS 

In recent years, the advancement of Machine Learning (ML) technology has introduced novel 

ideas to tackle the issues mentioned above. ML is a model methodology that emulates the human 

learning process based on statistical principles and enables computers to perform relevant data 

analysis tasks. ML algorithms can learn implicit knowledge in data directly, without dependence on 

pre-determined equations or program order. Additionally, these algorithms can adaptively improve 

their performance as data availability increases. In the last decade, ML has emerged as a specialized 

field and has made promising contributions in various research and engineering domains, including 

data mining [59], medical imaging[60], communications [61], multimedia [62], earth sciences[63], remote 

sensing classification[64], real-time target tracking [65] among others. The rapid development and 

widespread attention to ML technologies have led to their classification into the following major 

categories, which are shown in Fig. 1-11: 

1) Supervised learning: In supervised learning, the algorithm is trained on labeled data, 

which means corresponding output labels accompany the input data. The algorithm learns 

to map the input data to the correct output by adjusting its internal parameters based on 

the feedback provided by the labeled data. The feedback in supervised learning is 

immediate and explicit, as the algorithm can compare its output with the known labels 

and adjust its parameters to improve its accuracy. The ultimate goal of supervised learning 

is to create a model that can accurately predict output labels for new input data. 

2) Unsupervised learning: In unsupervised learning, the algorithm is trained on unlabeled 

data, which means there are no known output labels. Unsupervised learning aims to find 
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hidden patterns or structures in the input data. Since there is no labeled data to provide 

feedback, the algorithm must rely on other techniques to uncover meaningful patterns in 

the data, such as clustering, dimensionality reduction, or density estimation. Unsupervised 

learning is often used for exploratory data analysis, data visualization, or anomaly 

detection. 

3) Reinforcement learning (RL): RL is a type of ML in which an agent learns to take actions 

in an environment to maximize a reward signal. The agent interacts with the environment 

by acting and receiving feedback through rewards or punishments. The agent's goal is to 

learn a policy, which is a mapping from states to actions, that maximizes the expected 

cumulative reward over time. RL can be used for various tasks, such as game playing, 

robotics, and autonomous driving. 

Fig. 1-11 Three types of machine learning problems[66] 

The three categories of machine learning problems differ in the feedback the agent/algorithm 

receives after making a decision/prediction. In supervised learning, the agent immediately knows 

how accurate its prediction is compared to the ground truth provided by labeled data. This 

information is then used to update and improve the predictor. In contrast, unsupervised learning 

involves an unlabeled dataset; therefore, no feedback is provided. RL lies in between these two 

scenarios as it receives delayed feedback.  
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Considering the characteristics described above, the following chapters will explore two ML 

technologies that are most suitable for integrating with energy management systems: load 

forecasting technology based on supervised learning and control technology based on reinforcement 

learning. 

1.4.1 Load prediction based on Supervised Learning 

As previously mentioned, the load prediction model serves as the central component of the 

MPC controller. The general process for building energy load prediction methods is shown in Fig. 

1-12, which typically involves four main steps: data transformation, feature selection, optimization 

of model parameters, and model training. In the first step of data transformation, the raw historical 

operation data should be filled with the missing data and normalized to improve the accuracy of the 

prediction model. Next, feature extraction is performed to identify the most relevant variables 

affecting the target energy load. These features are then used for model training. The third step, 

optimization of model parameters, involves optimizing the model's hyper-parameters to obtain the 

optimal model structure. Finally, the model's coefficients are tuned automatically to obtain the final 

building energy load prediction model. 

Fig. 1-12 A general process of building energy load prediction methods[67] 
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 Load prediction can be divided into ultra-short-term, short-term, medium-term, and long-

term according to different purposes. The long-term load forecast could predict energy demand for 

up to several years ahead; The medium-term load forecast refers to the load prediction within several 

weeks in the future; The short-term load forecast could predict energy demand for the next few 

hours up to a few days ahead; The ultra-short-term load forecast refers to the load prediction within 

one hour in the future[44,45]. Currently, the prevailing load forecasting methods are short-term and 

ultra-short-term load prediction. 

Since the behavior of energy demand can be expressed as time-series data with a certain period, 

the prediction model can learn the load mode of the system from the time-series data and use these 

modes to make load predictions. After the prediction range is determined, the appropriate algorithm 

should be selected. The algorithms in the field of time series prediction can be divided into two 

categories: traditional machine learning algorithms and deep learning algorithms. Traditional 

machine-learning algorithms are mostly based on statistical models. Current popular algorithms 

include Autoregressive Moving Average (ARIMA)[70], support vector machine (SVM)[71] ， 

Regression Tree[72],Random Forest[73], and artificial neural networks (ANN)[74,75]. SVR has been 

widely utilized for building electricity load prediction. For instance, Dong et al. employed a radial 

basis function-based SVR to forecast the electricity load of commercial buildings in Singapore[76]. 

Authors in [77]proposed an SVR-based method for predicting the electricity load of public buildings. 

According to their results, SVR outperformed artificial neural networks (ANN) regarding prediction 

accuracy. Ref[78] utilized four years of operational data from four commercial buildings to evaluate 

the performance of SVR in building energy load prediction. The results demonstrated that SVR 

yielded highly accurate predictions. Ref
[79]

 introduced the support vector regression algorithm for 

predicting building energy consumption time series, often non-linear and non-stationary. The 

authors in[78] used three models (MLR, MLP, and SVR) to predict the non-residential electricity 

load. They tested it using a real case study from the University of Girona. The results show that the 
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SVR method has high accuracy and low calculation cost. 

In recent years, with the rapid development of deep learning, the deep neural network has been 

more and more applied in load prediction. Deep learning is a series of new structures and new 

methods evolved based on multi-layer neural networks[79]. Deep learning models have obvious 

advantages over traditional machine learning models in predicting multivariable time series 

problems. In the real world, time series prediction presents multiple challenges, such as having 

multiple input variables, predicting multiple time steps, and performing the same type of prediction 

for multiple actual observation stations [80]. In particular, a deep learning model can support any 

number but a fixed number of inputs and outputs. Multivariable time series have multiple time-

varying variables, each depending on its past value and other variables. These characteristics are 

correlated; in this case, multiple variables must be considered to give the best-predicted energy 

consumption. 

The most basic Deep learning model is Deep Neural Networks (DNN), also known as multi-

layer perceptron (MLP). DNN has more hidden layers than ordinary artificial neural networks, 

allowing it to learn complex patterns. Ref [82]presented a load forecasting model based on a DNN 

that can be easily integrated into a Building Management System or real-time monitoring system. 

The authors in [83] investigated the potential of DNN in predicting short-term building cooling load 

profiles. In contrast to conventional physical methods, DNNs can effectively identify nonlinear and 

complex patterns in big data and offer greater flexibility in model development. Deb proposed a 

DNN-based model for predicting the daily cooling load of buildings [84]. Waseem Ahmad compared 

the performance of two widely used energy forecasting models, DNN and Random Forest (RF), in 

predicting the hourly HVAC energy consumption of a hotel in Madrid. The study found that DNNs 

performed slightly better, while RF had an advantage in handling complex multidimensional data 

and sorting variables[85]. Authors in [86] combined the rough set theory and DNN to predict the air 

conditioning load. The rough set theory was used to identify load-related factors, which were input 
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into the DNN for prediction. Experimental results showed that the RS-DNN model outperformed 

the single DNN and AMIMA models, with a relative error of less than 4%. Massana proposed a 

DNN model-based method for predicting short-term electrical loads in non-residential buildings[78]. 

Zhihan Lv et al. proposed a layered DAE support vector machine (SDAE-SVM) model based on a 

three-layer neural network and achieved good prediction results[87]. However, the DNN model 

cannot retain time-series information. It can only be predicted according to the current input and 

output values. Besides, it cannot learn the time dependence of data, which limits the accuracy of its 

prediction time series. 

Recursive neural network (RNN), as a special deep neural network, can retain and consider the 

time variation of time series in the training process[88], which makes it very suitable for time series 

data with periodicity. Huai Su[89] proposed a hybrid method for forecasting gas consumption hours 

in advance, integrating Wavelet Transform, RNN, and Genetic Algorithm. The results show that the 

improved RNN model has excellent prediction accuracy. Similarly, Ref[90] proposed a new hybrid 

model for wind speed forecasting, combining empirical mode decomposition with RNN and linear 

regression to improve accuracy and stability compared to single RNN models or those with 

decomposition preprocessing. The authors in [91] propose a method that utilizes Recurrent Neural 

Networks (RNNs) for accurately simulating loads in distribution systems with high renewable 

energy penetration and widespread use of electronics. The time series of energy demand is always 

influenced by environmental variables and human living habits and has a strong periodicity. 

However, due to the problems of gradient explosion and gradient disappearance in the RNN network, 

the long-term dependence in time series cannot be retained, which limits the prediction accuracy of 

the RNN network.  

The long-short-term memory (LSTM) network adds a series of multi-threshold gates based on 

the RNN network, which can deal with a long-term dependency relationship to a certain extent. 

LSTM networks were first used in natural language processing[92], machine translation[93] and video 



CHAPTER 1: RESEARCH BACKGROUND AND PURPOSE OF THE RESEARCH 

1-28 

recognition[94], etc. In recent years, LSTM networks have attracted more and more attention in load 

prediction. Delu Wang[95] proposed a comprehensive power demand prediction model called CNN-

LSTM based on multi-modal information fusion. The results show that the fusion of text and time 

series data improves prediction performance. The authors of [96] used the LSTM network to build a 

regional-scale building energy consumption prediction model. Sendra-Arranz proposed various 

multi-step prediction models based on the LSTM network to predict residential HVAC 

consumption[97]. Zhe Wang proposed a new method for predicting plug loads using the LSTM 

network. The data collected from an entire office building in Berkeley, California, verified the 

prediction accuracy of this method to be better than that of the traditional machine learning 

algorithm[98,99]. The authors in [100] proposed a novel model combining LSTM and Temporal 

Convolutional Network (TCN) models for accurate PV power forecasting. The results demonstrated 

that the LSTM-TCN model outperformed all compared models for PV power forecasting at different 

time horizons, ranging from 2 to 7 steps. Wei Junqiang proposed a novel method for ultra-short-

term wind power prediction combining Maximum Information Coefficient (MIC) with Multi-Task 

Learning (MTL) and LSTM networks. The results demonstrate that the LSTM-based prediction 

network achieved high accuracy in this case[101]. Ref[102] proposed an improved LSTM model for 

predicting PV power, which used the support vector regression (SVR) to analyze the initial time 

node and reduce the fluctuation error of predicted values. Results show that this model outperforms 

seven other models when predicting at different intervals. 

Since the LSTM network adopts the code-decoding framework, the limitations of the code-

decoding framework will lead to information loss when processing long time series. Bahdanau first 

introduced the attention mechanism into the code-decoding framework in 2014[103]. The attention 

mechanism can quantitatively assign a weight to each specific time step in the time series feature, 

which improves the attention distraction defect of traditional LSTM[104]. Many researchers have 

started experiments in other load fields and achieved some results[105–107]. Such as Heidari used an 
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attention-based LSTM (A-LSTM) model to predict the load of the solar-assisted hot water system 

and proved that the prediction accuracy of the A-LSTM model was better than that of the traditional 

LSTM model[108]. Ref[109] presented a Deep LSTM-based Stacked Autoencoder (DLSTM-SAE) 

model, which incorporates a multi-stage Attention Mechanism (MSAM) for short-term load 

forecasting. The model outperforms existing models in offline and online load forecasting on actual 

energy market data. Jince Li proposed an improved attention-based LSTM (A-LSTM) model for 

multivariate time series of predictions of two process industry cases[110]. Tongguang Yang proposed 

an attention-based LSTM model to predict the day-ahead PV power output[111]. All these cases show 

that the A-LSTM model has significant advantages over the traditional LSTM model in dealing with 

time series problems. 

1.4.2 Control techniques based on Reinforcement Learning 

Due to the above advantages of the RL method, research on applying RL to the operation 

optimization of building energy systems has increased significantly over the past decade[66]. As 

shown in Fig. 1-13, there are five major components in RL settings: the controller, states, actions, 

rewards, and the environment. Variations in these components, such as using different algorithms 

or states to represent the environment, can lead to different RL implementations and result in 

different control performances. 

https://ieeexplore.ieee.org/author/37087117707
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Fig. 1-13 Reinforcement learning for building controls 

As the most classical off-policy reinforcement Learning algorithm, the Q-learning algorithm 

has been widely used in the energy field due to its model-free and easy evaluation strategies, 

successively implemented for the wind power system[112], electric vehicle[113] and building flexible 

load control[114]. For example, Waldemar et al. proposed a Q-learning-based method to optimize the 

non-stationary environment and non-linear storage characteristics of the storage-integrated PV 

system and verified through simulation experiments that it could reduce the cost of energy purchased 

on a real-time basis to a minimum[115]. Authors in[116] proposed a model-free Q-learning method that 

makes optimal control decisions for HVAC and window systems to minimize both energy 

consumption and thermal discomfort. The work in [117]uses the Q-learning method to optimize a 

residential RES and reduce energy consumption by improving the utilization rate of renewable 

energy. 

 Shunian Qiu et al. [118]proposed to utilize Q-learning for building cooling water systems. The 

experiment conducted involved a three-month simulation and comparison of controllers using four 

javascript:;
javascript:;
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different optimization methods. The results indicated that the RL controller utilizing Q-learning 

algorithm could save 11% energy for the system during the first cooling season, compared to the 

basic controller. Furthermore, the performance was superior to local feedback control (7%) but 

inferior to the model-based controller (14%). Despite this, the value-based RL control method 

requires less prior knowledge and precise sensors, allowing the control method to achieve the 

desired effect of reducing energy consumption, even when accurate models are unavailable. In a 

similar vein, Ding Zhiliang et al. [119]applied the Q-learning algorithm to the air source heat pump 

combined electric auxiliary heat system. The simulation results demonstrated that the RL-based 

operation method of the air conditioning system could effectively reduce the operating costs of the 

building while meeting the load demand. Additionally, the RL controller responded faster than the 

MPC method. Additionally, Yuan et al. [120]applied the RL algorithm to the operation optimization 

of air conditioning systems. The study proposed a modelless control strategy based on reinforcement 

learning, combining the RBC algorithm with the Q-learning algorithm. The variable air volume air 

conditioning system of a one-story office building was used as the research object, and the RBC 

controller and PID controller were compared. The results revealed that the RL controller performed 

optimally concerning comfort and energy consumption of the air conditioning system when the air 

was supplied in a single zone. The total energy consumption of the system was reduced by 7.7% 

and 4.7%, respectively, compared with the RBC and PID strategies. However, the Q-learning 

method records the optimization knowledge using the Q-value table. When the system's state or 

action space is too large, it will lead to the curse of dimensionality, which limits the application of 

Q-learning methods. 

With the development of deep learning(DL) technology, deep RL (DRL) has been proposed to 

solve the above problems. Combining the powerful non-linear fitting ability of deep neural networks 

with the excellent decision-making ability of RL, the DRL can overcome some previously tricky 

issues, such as decision problems in continuous action spaces. Harrold et al.[121]adopted the Rainbow 
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Deep Q-Networks(DQN) method to control batteries in a microgrid for arbitrage. Experimental 

results show that this method is superior to the actor-critic and linear programming methods, which 

could effectively carry out arbitrage according to demand, PV generation, and RTP. Authors in 

[122]proposed a DRL method based on the deep deterministic policy gradient (DDPG) that can 

minimize the energy cost of smart home energy systems via controlling Heating, Ventilation, and 

Air Conditioning (HVAC) and ESS. Yang presented a deep RL control strategy combining the 

double deep Q-networks (DDQN) and prioritized experience replay mechanism, which could 

optimize the control of the ventilation and heating/cooling systems [123]. Yuan Gao[124] et al. adopted 

the deep reinforcement learning(DLR) method to optimize a renewable building energy system and 

the safety of its battery. Experimental results show that the proposed RL design can better achieve 

these two optimization goals under ordinary and extreme conditions. Authors in[125] proposed a 

DRL-based scheduling strategy for household multi-energy systems to minimize energy costs while 

maintaining thermal comfort. Li et al.[126]proposed an end-to-end cooling control algorithm (CCA) 

based on the DDPG. The results show that the proposed CCA can achieve up to 11% cooling cost 

reduction on the EnergyPlus simulation platform compared with a manually configured baseline 

control algorithm. Mocanu et al.[127]compared the operation optimization effects of DQN and DPG 

algorithms on building energy systems. The experimental results show that the DPG with continuous 

action space is superior to the DQN with discrete action space, which could reduce the building 

operation cost by 27.4% and the peak load by 26.3%. Y Du et al.[128] adopted the DDPG algorithm 

to generate the optimal HVAC control strategy with the minimum energy consumption cost while 

maintaining the users' comfort. The simulation results show that compared with DQN, the control 

strategy based on DDPG can reduce the energy consumption cost by 15% and the comfort violation 

by 79%. 

Training RL controllers require much data and time as a data-driven approach. Yang et al.[129] 

had proposed that three years of training data was sufficient to ensure that the RL controller was 

https://www.sciencedirect.com/science/article/pii/S0306261921007431#!
https://www.sciencedirect.com/science/article/pii/S030626191500879X#!
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superior to the rule-based controller. However, high-quality data for residence energy systems for 

three years is always difficult to obtain since small changes in users' habits, or household appliances 

will significantly affect the quality of training data. Using fewer data to achieve high performance 

is a crucial research question in this field. Much of the current research used a virtual environment 

to generate infinite simulated data for training RL agents, which was implemented with MATLAB 

or EnergyPlus for complex modeling [130,131]. Therefore, we used actual data rather than simulated 

data to evaluate the application potential of the RL method in this study, and reducing the dimension 

of state-action space was adopted to reduce the training set required to ensure the optimization effect.  

While the works mentioned above have contributed to the applications of RL technologies in 

building energy systems scheduling, there are still two limitations of these approaches. First, the 

optimization of ESS is mainly focused on a single optimization objective, such as the system's 

economy. Specifically, it uses ESS to arbitrage under RTP fluctuation while ignoring the local 

consumption of renewable energy, which contradicts the original intention of improving the 

renewable energy penetration level of the grid. Second, learning control policies using RL methods 

require enormous amounts of data. Most of the works mentioned above used infinite simulated data 

generated by building simulators (such as EnergyPlus) or a large amount of actual data (over three 

years), which leads to time-consuming training. Model-based RL (MB-RL) is one of the methods 

to overcome this problem. MBRL can use the domain knowledge of the model to learn the optimal 

control policy in a data-driven way more effectively. Heeyun et al. [132] established a battery energy 

consumption model based on the domain knowledge of vehicle powertrain for RL training. The 

simulation results show that compared with the dynamic programming result, the performance of 

MBRL reaches 93.8%. Authors in[133] proposed a model-based A3C algorithm to realize the strategic 

bidding for wind energy. The simulation results show that the strategy generated by MB-A3C is 

superior to other model-free or model-based RL algorithms. 
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1.5 Research Approach and Paper Structure 

Buildings consume more than 40% of total energy, making it crucial to develop renewable 

energy sources. However, the economic factor is currently hindering the development of renewable 

energy. Therefore, improving the economic viability of renewable energy has become a general 

trend. Building upon the aforementioned brief overview of the research landscape in building energy 

systems, it is evident that various energy prediction algorithms and RL algorithms have been applied 

and yielded promising results. However, despite these advancements, there still exist some gaps in 

the current state of machine learning research in building energy, which includes: 

1) The continuous development of building energy management systems has increased 

system complexity, which presents new challenges in constructing accurate energy 

prediction models. However, despite these challenges, the field of energy prediction still 

largely relies on traditional machine learning algorithms. As deep learning algorithms 

continue to advance, it is becoming increasingly important to evaluate and apply new 

algorithms that have demonstrated success in other domains to the energy system field in 

a scientifically rigorous manner. 

2) Many studies in the field of building energy focus solely on implementing a single 

algorithm in a particular case and do not compare the performance of different algorithms 

in the same scenario. Consequently, it is critical to conduct comprehensive evaluations of 

the performance of multiple algorithms in specific scenarios. Doing so would provide a 

theoretical basis for selecting appropriate algorithms in subsequent research, thus 

ensuring that the most effective and efficient algorithms are employed. 

3) Most reinforcement learning research utilizes data generated by simulators or data sets 

spanning three years or more to train agents. However, such data sets are difficult to obtain 

in real-world deployments. Therefore, it is essential to evaluate the data efficiency of 

various algorithms and develop novel methods that can improve the data utilization rate. 
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Such methods should achieve excellent control ability through small-sample learning, 

enabling researchers to use limited data to train agents, thus making it more feasible to 

deploy reinforcement learning algorithms in real-world building energy systems. 

4) As Japan currently adopts multi-stage and time-of-use prices, most studies on operational 

optimization of building energy systems in Japan are based on these pricing models. 

However, real-time electricity price has advantages in terms of reflecting the actual 

market price of electricity and promoting the energy-saving behavior of consumers. 

Therefore, it is necessary to explore the performance of various algorithms under the 

scenario of real-time electricity price introduction and to provide guidance for the future 

deployment of building energy systems in Japan. 

This paper proposes using machine learning to optimize the operation of building energy 

systems, to improve the system's economy while ensuring a high local consumption rate of 

renewable energy, including the following works： 

1) First, we introduce the latest attentional mechanisms in deep learning to improve the 

accuracy of the prediction model and evaluate its potential in the field of energy prediction. 

2) Secondly, we propose a model-based RL approach to optimize the operation of residential 

photovoltaic energy storage systems. The experimental results show that this method has 

achieved a good adjustment effect using the measured data of one and a half years. Its 

sample utilization rate is better than the traditional model-free RL method. 

3) Finally, based on the verified prediction model and model-based RL method, we propose 

a multi-objective optimization control method considering real-time prediction values, 

which can optimize the system's economy while ensuring the high local absorption rate 

of renewable energy. This method provides the best solution for such scenarios. 

The chapter names and basic structure of this paper are shown in Fig. 1-15 Besides, the brief 
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introduction of chapters schematic is shown in Fig.1-16 

Fig. 1-14 Research logic of the article 

Fig. 1-15 Chapter name and basic structure 
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Fig. 1-16 Brief chapter introduction  

➢ Introduction and Purpose of the Research 

Chapter 1 first provides an overview of the global energy demand and the current state of 

renewable energy technology development. In this way, the necessity to develop renewable energy 

sources becomes apparent. Next, we summarize the development trend of renewable energy in Japan 



CHAPTER 1: RESEARCH BACKGROUND AND PURPOSE OF THE RESEARCH 

1-38 

and explain how renewable energy is integrated into the power grid. With the increasing adoption 

of renewable energy, there are both opportunities and challenges for energy management systems. 

Since the main objective of this paper is to investigate the role of machine learning in building 

energy management systems, this chapter also emphasizes recent advancements and related research 

in energy prediction and reinforcement learning control. Finally, this article's context and chapter 

structure are described for readers' reference. 

➢ Methodology 

Chapter 2 summarizes the fundamental theories and methods of deep learning and deep 

reinforcement learning. Specifically, it covers essential concepts and formulas such as neural 

networks, reinforcement learning, and gradient descent. 

➢ Materials and Data Preprocessing 

Chapter 3 provides an in-depth analysis of the data resources and this study's preprocessing 

steps. The measured energy system data from Kitakyushu Science Research Park and Jono Zero 

Carbon Smart Community were utilized. This section details the system under consideration, the 

methodology employed for data preprocessing, potential data patterns, and the creation of the 

training and test sets utilized in the subsequent experiments. 

➢ Potential Analysis of the Attention-based LSTM Model in Building Energy System 

Accurately predicting system energy consumption is crucial for implementing model 

predictive control (MPC). The LSTM network has made remarkable achievements in energy 

prediction in recent years. This chapter aimed to evaluate the potential of using an attentional-based 

LSTM network (A-LSTM) to predict HVAC energy consumption in practical applications. To assess 

the potential applicability of the A-LSTM model in practical scenarios, the training and testing 

datasets used in the experiments consist of actual energy consumption data collected from 

Kitakyushu Science Research Park in Japan. Pearce analysis was first carried out on the source data 
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set and built the target database. Then five baseline models (A-LSTM, LSTM, RNN, DNN, and 

SVR) were built. Besides, to optimize the super parameters of the model, the Tree-structured of 

Parzen Estimators (TPE) algorithm was introduced. Finally, the applications are performed on the 

target database, and the results are analyzed from multiple perspectives. The results showed that the 

performance of the A-LSTM model was better than other baseline models, which could provide 

accurate and reliable hourly forecasting for HVAC energy consumption. Additionally, we evaluated 

the performance of the abovementioned algorithms using training sets of varying lengths and 

analyzed their sensitivity to data, thus providing a solid foundation for future research. 

➢ Operational Optimization for Building Energy Systems Using Value-based Reinforcement 

Learning 

With the rapid development of photovoltaic (PV) and energy storage systems, optimization 

strategies focus more on the cost-effectiveness of energy system management. However, the 

uncertainty of PV generation and the mismatch with consumer demand have become the major 

challenges for cost-effective optimization. In this chapter, we propose a model-based deep 

reinforcement learning algorithm Double-Dueling Deep Q-Networks (D3QN), to optimize the cost-

effective operation of a residential house with the grid-connected PV-battery system in Japan and 

conduct experiments to evaluate three value-based reinforcement learning algorithms in an actual 

data center. The performance evaluation is based on their ability to improve cost-effectiveness and 

adaptability to the real-time electricity price (RTP). The results were analyzed and compared in 

detail, and special attention was paid to the sensitivity of the data features and the feasibility of the 

scheduling strategy. Besides, this chapter also compared D3QN using a model-free method and the 

proposed model-based framework to verify its effectiveness.   

➢ Operational Optimization for Building Energy Systems Using Actor-Critic based 

Reinforcement Learning Considering Real-time Energy Prediction 
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As distributed PV and energy storage devices are widely developed, the uncertainty of on-site 

generation and the mismatch between local generation and residents' energy demand have become 

the major challenges for energy management systems. Nowadays, Reinforcement learning (RL) as 

an advanced control algorithm has gained more and more attention. However, the traditional model-

free RL method has demanding requirements for the quality and quantity of data, which limits its 

application in energy management. Therefore, in this chapter, we applied the energy prediction 

model proposed in Chapter 2 to RL control and proposed a model-based Actor-Critic RL method to 

optimize the operation control of the energy storage system (ESS) by taking the measured dataset 

of an actual existing building in Japan as the research object. With an optimization goal of reducing 

the microgrid's energy cost and ensuring the PV self-consumption ratio, we designed a new reward 

function for these goals. We took the benchmark strategy currently used by the target building's 

energy management system as the baseline model in the experiment. We applied four advanced RL 

algorithms (PPO, DQN, DDPG, and TD3) to optimize the baseline model. The results show that the 

proposed RL design can better achieve the two optimization objectives of minimizing energy cost 

and maximizing the PV self-consumption ratio. 

➢ Conclusion and Outlook 

Chapter 7 provides a conclusion for the entire thesis and discusses potential directions for 

future research. 
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2.1 The Basic Theory of Machine Learning 

As a subfield of artificial intelligence (AI), machine learning (ML) develops algorithms and 

statistical models that enhance computer systems' performance at specific tasks through experience. 

In contrast to traditional programming, where programmers write code to address specific problems, 

ML involves programs that learn to solve problems independently by analyzing data and making 

predictions or decisions based on the available data, enabling systems to adapt to new situations and 

improve their performance over time[1,2]. As new ML algorithms and theories continue to emerge 

and online data and computing resources expand, it has become a shared goal of academia and 

industry to design algorithms suitable for specific problem scenarios and enhance the efficiency of 

data analysis. This section will provide an in-depth exploration of the fundamental theories of 

machine learning, which aims to offer fresh perspectives and ideas for the future design of 

algorithms. 

2.1.1 Definition of the ML Model 

To create an ML model, it is necessary to define its input space 𝑥 and output space 𝑦. The 

input and output spaces can be either a finite set or a whole Euclidean space, although the input 

space is generally much larger than the output space. A feature vector represents each specific input 

called an instance, and all feature vectors constitute the feature space. Each feature corresponds to 

a dimension of the feature space. The output space of different machine learning tasks varies, with 

finite and discrete spaces for classification problems and continuous spaces for regression problems. 

The input space 𝑥 and output space 𝑦 jointly constitute the sample space. Any given sample 

in the sample space is assumed to be independently and randomly generated according to some 

unknown joint distribution 𝑝𝑟(𝑥, 𝑦). The relationship between 𝑥 and 𝑦 can be described by a true 

mapping function 𝐶(𝑥) , such that 𝐶(𝑥) = 𝑦  holds for any sample 𝑥 . This function 𝐶(𝑥)  is 

referred to as the target function, and the set of all functions that can be learned to approximate the 

target function is known as the hypothesis set, denoted by 𝐶. As the true mapping function 𝐶(𝑥) is 
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unknown, the hypothesis set 𝐹 is designed based on empirical knowledge to include all possible 

mappings. Through learning on a training set, the best hypothesis 𝑓 can be found from hypothesis 

𝐹. The hypothesis set is defined as follows: 

𝐹 = {𝑓(𝑥; 𝜃), 𝜃 ∈ 𝑅𝑑} (2-1) 

Where 𝑓(𝑥; 𝜃) is called a function or model with parameter 𝜃, and 𝑅𝑑 is called the parameter 

space. Generally, the hypothesis space can be divided into linear and nonlinear spaces, with the 

corresponding models being linear and nonlinear. The hypothesis space for the most basic linear 

model consists of parameterized linear functions: 

𝑓(𝑥; 𝜃) = 𝑤𝑇𝑥 + 𝑏 (2-2) 

Where 𝑤 is the weighting parameter, and 𝑏 is the offset parameter. The generalized nonlinear 

model can be expressed as follows: 

𝑓(𝑥; 𝜃) = 𝑤𝑇𝜙(𝑥) + 𝑏 (2-3) 

Where 𝜙(𝑥) = [𝜙1(𝑥), 𝜙2(𝑥) … 𝜙𝑘(𝑥), ]𝑇  is a vector composed of K nonlinear basis 

functions. Besides. 

2.1.2 Learning Criterion 

After constructing the hypothesis space of the model, machine learning must consider which 

criteria to use for learning or selecting the optimal model. Typically, a loss function is used to 

measure the accuracy of a prediction, while a risk function is used to measure the accuracy of a 

model in meeting expectations. The loss function is a non-negative, real-valued function that 

measures the discrepancy between the predicted value and the actual value of a model. It serves as 

a critical component of many machine learning algorithms, enabling the optimization of model 

parameters by minimizing the difference between predictions and actual outcomes. By quantifying 

the error of a model's predictions, the loss function provides a mechanism for evaluating and 
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improving the performance of machine learning models. 

Two commonly used loss functions are the mean squared error loss function and the cross-

entropy loss function. The mean squared error loss function is typically used for regression problems 

and is defined in Eq. (2-4). In contrast, the cross-entropy loss function is used for classification 

problems and is defined as shown in Eq. (2-5). 

𝐿(𝑦, 𝑓(𝑥; 𝜃)) =
1

2
(𝑦 − 𝑓(𝑥; 𝜃))

2
 (2-4) 

𝐿(𝑦, 𝑓(𝑥; 𝜃)) = −𝑦𝑇 log(𝑓(𝑥; 𝜃)) (2-5) 

where 𝐿(𝑦, 𝑓(𝑥; 𝜃)) denotes the mean squared error loss function, 𝑦 denotes the actual value, 

𝑓(𝑥; 𝜃) denotes the predicted value. A smaller value of the loss function indicates better model 

performance. This is because the loss function quantifies the difference between the predicted and 

actual values of the model, and minimizing this difference is a key objective of many machine 

learning algorithms. Minimizing the loss function optimizes a model to predict more accurate 

outcomes and improve its overall performance. 

The quality of an ML model can be measured using a risk function (expected risk). The risk 

function measures the model's expected error on a given dataset, while the expected risk is the 

average risk over all possible datasets, expressed as follows: 

𝑅(𝜃) = 𝐸(𝑥,𝑦)~𝑝𝑟(𝑥,𝑦)[𝐿(𝑦, 𝑓(𝑥; 𝜃))] (2-6) 

In general, a smaller expected risk indicates better performance of a machine learning model. 

The expected risk measures the average risk of the model over all possible datasets and provides a 

more reliable estimate of the model's performance on unseen data. However, it is important to note 

that minimizing the expected risk may not always be the best approach. It can lead to underfitting, 

where the model is too simple and performs poorly on training and test data. Empirical risk, also 

known as the empirical error or training error, is a measure of the error of an ML model on a given 
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dataset. It is calculated as the average loss function value over the training set and is used to evaluate 

the model's performance on the training data, expressed as follows: 

𝑅𝐷
𝑒𝑚𝑝(𝜃) =

1

𝑛
𝛴𝑛=1

𝑁  𝐿(𝑦, 𝑓(𝑥; 𝜃)) (2-7) 

Minimizing the empirical risk is a common approach in machine learning, leading to optimized 

models for the specific training data. However, minimizing the empirical risk alone may lead to 

overfitting, where the model becomes overly complex and performs poorly on new, unseen data. To 

avoid overfitting, various regularization techniques are used to balance the minimization of the 

empirical risk with the complexity of the model. These techniques prevent the model from fitting 

the noise in the training data and encourage it to learn the underlying patterns and generalize well 

to new, unseen data. In practice, the trade-off between minimizing the expected risk and avoiding 

underfitting and overfitting is carefully balanced to achieve the best possible performance of the 

machine learning model. 

In summary, the learning principles of ML require not only fitting the available data in the 

training set well but also minimizing the prediction error on unknown test data. The success of a 

machine learning model depends on its ability to balance the trade-off between fitting the training 

data well and avoiding overfitting while minimizing the prediction error on new, unseen data, which 

requires careful consideration and evaluation of various learning principles, techniques and 

performance metrics throughout the ML pipeline. 

2.1.3 Optimization of Algorithm 

In machine learning, optimization can be divided into two main categories: parameter 

optimization and hyperparameter optimization. Since 𝜃 in model 𝑓(𝑥; 𝜃) is called the parameter 

of the model. Parameter optimization involves finding the model parameters' optimal values that 

minimize the training data's loss function. Parameter optimization aims to make the model fit the 

training data as closely as possible while avoiding overfitting. This can be achieved using various 

optimization algorithms such as gradient descent, stochastic gradient descent, and Adam.  
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Hyperparameter optimization involves finding the optimal values of the model 

hyperparameters that minimize the expected risk on the test data. Hyperparameters are the 

configuration parameters of the machine learning algorithm that are not learned from the data, such 

as the learning rate, regularization parameter, and number of hidden layers in a neural network. 

Hyperparameter optimization is a challenging task in machine learning as it involves searching a 

large hyperparameter space and requires a lot of computational resources. Various techniques, such 

as grid search, random search, and Bayesian optimization, are used to automate and speed up the 

hyperparameter optimization process. 

In ML, the gradient descent algorithm is one of the most common and simplest optimization 

algorithms, which is an iterative optimization algorithm that aims to find the optimal values of the 

model parameters that minimize the loss function on the training data[3]. The gradient of the 

objective function 𝐿 for the parametric variable 𝑊[𝑖]can be denoted by Eq. (2-8). 

𝛻𝑊[𝑖]𝐿(𝑊[1], … , 𝑊[𝑛]) =
𝜕𝐿(𝑊[1],…,𝑊[𝑛])

𝜕𝑊[𝑖] , ∀ⅈ = 1, … , 𝑛      (2-8) 

One of the fundamental concepts in gradient descent optimization is that the gradient points in 

the direction of the steepest ascent of the function. Therefore, moving along the gradient direction 

would lead to an increase in the function value. Conversely, moving in the opposite direction of the 

gradient leads to a decrease in the function value. Hence, the function value decreases the fastest in 

the opposite direction of the gradient. This property is exploited in gradient descent optimization 

algorithms, where the model parameters are updated iteratively in the opposite direction of the 

gradient until a minimum of the loss function is reached. By taking small steps in the opposite 

direction of the gradient, the algorithm gradually approaches the optimal values of the model 

parameters that minimize the loss function on the training data. Assume that the optimization 

variable at the current time t is 𝑊𝑡
[1]

, … , 𝑊𝑡
[𝑛]

, and the gradient descent method is shown in Eq.(2-

9) : 
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𝑊𝑡_𝑛𝑒𝑤
[𝑖]

← 𝑊𝑡
[𝑖]

− 𝛼 ∗ 𝛻𝑊[𝑖]𝐿 (𝑊𝑡_𝑛𝑒𝑤
[1]

, … , 𝑊𝑡_𝑛𝑒𝑤
[𝑛]

) , ∀ⅈ = 1, … , 𝑛    (2-9) 

In Eq(2-9), the learning rate [0,1]   is a hyperparameter that determines the step size of 

each iteration. The value of the learning rate is manually set and tuned during the training of the 

neural network, as it directly affects the convergence rate of the gradient descent algorithm and 

ultimately affects the final performance of the model. A learning rate that is too small would lead to 

slow convergence and longer training times, while a learning rate that is too large may cause the 

algorithm to overshoot the minimum of the loss function and diverge. Therefore, selecting an 

appropriate learning rate that balances the trade-off between convergence speed and accuracy is 

essential. To determine the optimal learning rate, a common practice is to start with a relatively large 

value and gradually reduce it over time, monitoring the model's performance at each step. 

Alternatively, adaptive learning rates methods such as AdaGrad, RMSProp, and Adam can 

automatically adjust the learning rate during training based on historical gradient information. 

When the training data is too large to fit into memory, stochastic gradient descent (SGD) is a 

widely used optimization algorithm that randomly extracts mini-batches of training data to compute 

the gradient of the loss function[4]. The formula is shown below: 

𝐿(𝑊[1], … , 𝑊[𝑛]) =
1

𝑓
∑ 𝐹𝑗(𝑊[1], … , 𝑊[𝑛])

𝑓

𝑗=1
      (2-10) 

In summary, SGD can help the optimization process escape from local minima and converge 

to a good solution. Despite its popularity, SGD has some limitations. For example, it can be sensitive 

to the choice of the learning rate, which controls the step size in each update. If the learning rate is 

too low, the algorithm may converge too slowly, while it may fail to converge if it is too large. 

Several variants of SGD have been proposed to address these limitations, including momentum-

based and adaptive learning rate methods such as AdaGrad and Adam. These variants can help 

accelerate convergence and improve performance on certain problems. 
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2.2 The Basic Theory of Deep Learning  

Deep learning (DL) has become increasingly popular in recent years due to several factors, 

including the availability of large amounts of data, the development of powerful computing 

hardware, and advances in optimization algorithms. DL is a general term for a class of pattern 

analysis methods that process various simple features into more complex features to form high-level 

representations of objects, which can then be used to solve complex tasks. In this way, DL models 

can learn hierarchical representations of objects, enabling them to capture more abstract and 

nuanced concepts. This approach allows DL models to learn from large datasets without human 

intervention, making it particularly useful in areas where manual feature engineering is challenging 

or impossible. Several types of deep learning models are commonly used, including: 

⚫ Deep Neural Networks (DNN): DNNs are the most basic DL model, also known as multi-

layer perceptron (MLP). DNN has more hidden layers than ordinary artificial neural 

networks, allowing it to learn complex patterns. 

⚫ Convolutional Neural Networks (CNNs): CNNs are commonly used in computer vision 

tasks such as image and video recognition. They are designed to recognize spatial patterns 

in the data by processing it through layers of convolutional filters. 

⚫ Recurrent Neural Networks (RNNs): RNNs are designed to handle sequential data, such 

as text and time series data. They can learn from the temporal dependencies in the data by 

using feedback loops to pass information from one time step to another. 

⚫ Long Short-Term Memory Networks (LSTM): LSTM is an improved cyclic neural 

network that deals with sequential data with long-term dependencies. LSTM has been 

successfully applied to a wide range of applications that require processing long-term 

dependencies and modeling complex sequential patterns. 

⚫ Generative Adversarial Networks (GANs): GANs are a type of deep learning model used 
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for generating new data similar to the training data. They consist of two neural networks, 

a generator, and a discriminator, trained in a game-like setup. 

This section will provide a detailed overview of the deep learning algorithms employed in this 

study, which includes an introduction to the fundamental principles of neural networks and the 

relevant mathematical formulas. 

2.2.1 Deep Neural Networks (DNNs) 

Artificial neural networks (ANNs), comprised of neurons, are information processing units that 

abstractly, simplistically, and systematically map to neurons in the human brain. Neurons are the 

core components of ANNs. Through interconnection, ANNs can mathematically simulate the 

activity of neurons in the human brain, allowing for efficient computation and other data processing. 

A typical artificial neural network is shown in Fig.2-1: 

 

Fig. 2-1 The structure of the ANNs 

The entire process of the fully connected layer can be defined by Eq.(2-11) and (2-12). In these 

equations, 1、𝑥1、𝑥2 represent the input signals to the neurons, while 𝑏 is a bias parameter that 

controls the ease of neuron activation. Additionally, 𝑤1 and 𝑤2  represent the parameters that 

denote the weights of the respective signals. After multiplying each weight by its corresponding 
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signal, the resulting values are transmitted to the next neuron 𝑎1, where they are added together, as 

shown in Eq. (2-11). The activation function ℎ(𝑥)  then transforms the output of this neuron to 

produce the final output signal y , as shown in Eq. (2-12). 

𝑎 = 𝑏 + 𝑤1𝑥1 + 𝑤2𝑥2 (2-11) 

𝑦 = ℎ(𝑎) (2-12) 

 

Fig. 2-2 The structure of the DNN (MLP) 

The fully connected layer can be used as a fundamental component to construct a Deep Neural 

Network (DNN), also known as a Multi-Layer Perceptron (MLP). In contrast to a single fully 

connected layer, a DNN contains multiple hidden layers with numerous neuron nodes, which 

enhances the network's ability to represent and process complex multi-input, multi-output problems. 

As a result, the DNN architecture can effectively improve the network's capacity for information 

processing. Fig.2-2 depicts a three-layer DNN that implements the mapping of input vectors 𝑧[0] 

to 𝑧[3]. Based on this principle, an n-layer DNN can be represented by Eq. (2-13) to (2-15): 

  The first layer： 𝑧[1] = ℎ1(𝑊[1]𝑧[0] + 𝑏[1])  (2-13) 
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   The second layer: 𝑧[2] = ℎ2(𝑊[2]𝑧[1] + 𝑏[2])   (2-14) 

          

  The nth layer： 𝑧[𝑛] = ℎ𝑛(𝑊[𝑛]𝑧[𝑛−1] + 𝑏[𝑛]) (2-15) 

The parameters 𝑊[1], … , 𝑊[𝑛]  and 𝑏[1], … , 𝑏[𝑛]  in neural networks require constant 

optimization from training data to achieve optimal model performance. It should be noted that the 

parameters differ between layers. ℎ1, … , ℎ𝑛 are the activation functions that can introduce 

nonlinearity into the network's output. The choice of activation function can have a significant 

impact on the performance of the neural network. The Rectified Linear Unit (ReLU) function is 

commonly used to activate hidden layers. However, selecting the activation function for the output 

layer depends on the task. The Sigmoid function is often used for binary classification problems, 

while for multi-class classification problems, the Softmax function is a better choice. For regression 

problems, the output layer is typically activated by a linear function. The major deep learning 

libraries in Python, such as TensorFlow, PyTorch, and Keras, all provide tools for building deep 

neural networks. 

 

Fig. 2-3 Schematic diagram of forward and backward propagation 

During the training of DNN, it is common practice to select a mini-batch of data from the 

training set randomly. The goal of training is to minimize the loss function associated with the mini-
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batch, which requires calculating the gradients of the weights using backpropagation. These 

gradients are then used to update the weights using a variant of stochastic gradient descent (SGD), 

which involves making small updates to the weights in the direction of the negative gradient. This 

process is repeated for a specified number of epochs or until convergence. Fig. 2-3 illustrates the 

forward and backward propagation of a neural network. The dashed lines represent the forward 

propagation of the network, while the solid lines represent the backward propagation. The essence 

of backpropagation is to use the chain rule of calculus to calculate the partial derivatives of the loss 

function L  concerning the weights and biases of the neural network, which is represented by Eq 

(2-16) and (2-17): 

𝜕𝐿

𝜕𝑋
=

𝜕𝐿

𝜕𝑌
∗

𝜕𝑌

𝜕𝑋
=

𝜕𝐿

𝜕𝑌
𝑤𝑇 (2-16) 

𝜕𝐿

𝜕𝑊
=

𝜕𝐿

𝜕𝑌
∗

𝜕𝑌

𝜕𝑊
=

𝜕𝐿

𝜕𝑌
𝑋𝑇 (2-17) 

The network structure for the fully connected layer is shown in Fig 2-2, and the neural 

network's output  𝑧[𝑖]  is the neural network's prediction. Let 𝐿  be the loss function, and the 

gradient of 𝐿 for the parameter 𝑊[𝑖] can be obtained based on the chain rule, as shown in Eq. (2-

18): 

𝜕𝐿

𝜕𝑊[𝑖] =
𝜕𝑧[𝑖]

𝜕𝑊[𝑖] ∗
𝜕𝐿

𝜕𝑧[𝑖]
 (2-18) 

After obtaining the gradient 
𝜕𝐿

𝜕𝑊[𝑛], iterate through , ,1i n=  and update the parameter 𝑊[𝑖] 

using this gradient. Similarly, the gradient of L for the parameter 𝑧[𝑖−1]can be obtained based on the 

chain rule, as shown in Eq.(2-19): 

𝜕𝐿

𝜕𝑧[𝑖−1] =
𝜕𝑧[𝑖]

𝜕𝑧[𝑖−1] ∗
𝜕𝐿

𝜕𝑧[𝑖]
 (2-19) 

The backpropagation path of the entire neural network is shown in Fig. 2-4. When the gradient 

of the loss function L   for 𝑧[𝑖]  is obtained, the gradient of L   for both 𝑧[𝑖−1]  and 𝑊[𝑖]  can be 
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calculated. 

Fig. 2-4 The backpropagation path of the entire neural network 

2.2.2 Recurrent Neural Networks (RNNs) 

Recurrent Neural Networks (RNNs) is a neural networks designed to process time series data. 

In contrast to traditional Deep Neural Networks (DNNs) and Convolutional Neural Networks 

(CNNs), RNNs employ a cyclic structure to replace the hidden layer of the feedforward neural 

network. During the process of information transmission, a portion of the information is retained in 

the current neuron during each cycle, and this retained information is used as input for the next 

neural unit with new information. This unique mechanism enables RNNs to effectively "remember" 

past inputs and employ them to influence the processing of subsequent inputs[5]. Through this cyclic 

structure, RNNs exhibit the capacity for dynamic temporal behavior and are particularly useful for 

tasks involving sequential data, such as speech recognition, natural language processing, and time 

series prediction. By enabling the network to maintain a form of internal memory, RNNs can 

identify temporal patterns in the data and use these patterns to make informed predictions[6]. A 
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typical RNN architecture is shown in Fig.2-5: 

Fig. 2-5 The structure of the RNNs 

In Fig.2-5, the input vector at time step t is denoted as 𝑥𝑡, and the output vector is represented 

as ℎ𝑡. RNNs allow the network to pass the output from the one-time step as input to the next time 

step. From a mathematical perspective, the RNNs can be viewed as a function 𝑓 with weights 𝑤, 

and the network becomes a recursive function. The mathematical formulation of this recursive 

function is shown in Eq.(2-20): 

ℎ(𝑡) = 𝑓(ℎ𝑡−1, 𝑥𝑡, 𝑤) (2-20) 

While RNNs have proven effective in handling sequential data, they can suffer from the 

problem of vanishing gradients when attempting to learn long-term dependencies. This problem 

arises when the relevant information for a prediction is located several time steps back in the 

sequence, beyond the reach of the network's short-term memory. As a result, gradients that are 

backpropagated through time can become very small, leading to slow learning or even complete 

stalling of the training process[7]. 
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2.2.3 Long Short-Term Memory (LSTM) 

In 1997, Hochreiter et al. proposed improvements to the RNN named Long Short-Term 

Memory (LSTM)[8]. LSTM is a type of RNN designed to address the vanishing and exploding 

gradient problems when training traditional RNNs. The architecture of an LSTM is shown in Fig 2-

6, including a memory cell, which can selectively forget or remember information from previous 

time steps, as well as an input gate, an output gate, and a forget gate. The input gate controls the 

flow of new input into the memory cell, while the output gate controls the flow of information out 

of the cell. The forget gate determines which information from the previous time step should be 

forgotten or retained. 

Fig. 2-6 The structure of the LSTM 

Based on the RNN unit, the input gate ⅈ𝑡, output gate 𝑜𝑡, forgetting gate 𝑓𝑡 and cell state 𝐶𝑡 

are added to the LSTM unit to control the inheritance and abandonment of information. There are 

three inputs of the LSTM unit: the input vector 𝑥𝑡 at the current time slot t, the unit state 𝐶𝑡−1 at 

the time slot t-1, and the state of the hidden layer ℎ𝑡−1 at the time slot t-1. The final output of the 

LSTM unit is the cell state 𝐶𝑡 at the current time slot t and the state of the hidden layer at the current 

time ℎ𝑡 To figure out the ℎ𝑡, we first let the 𝑊𝑖，𝑊𝑜 and 𝑊𝑓 be the weight matrix of the input 

gate, the output gate, and the forgetting gate, and let the [ℎ𝑡−1, 𝑥𝑡] represent the combination of the 

hidden state at the moment t-1 and the unit's input at the time slot t into a new vector. Besides, let 

the 𝑏𝑖, 𝑏𝑜, and 𝑏𝑓 be their bias vectors, and let the 𝜎 represent the Sigmoid activation function. 



CHAPTER TWO:  METHODOLOGY AND APPROACH 

2-15 

The formulas of the ⅈ𝑡, 𝑜𝑡, and 𝑓𝑡 are shown below: 

 ⅈ𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (2-21)  

 𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (1-22)  

 𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (2-23)  

Finally, let 𝑡𝑎𝑛ℎ represent the activation function, ∗ represent the Hadamard product, and let 

the 𝐶̃𝑡 be the state of the intermediate unit input at time slot t; then we can calculate the ℎ𝑡.as 

follows: 

 𝐶̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (2-24)  

 𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + ⅈ𝑡 ∗ 𝐶̃𝑡 (2-25)  

 ℎ
𝑡

= 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡) (2-26)  

Thus, it can be seen that the cell state 𝐶𝑡 in LSTM can be propagated through the hidden layer 

solely using linear summation, averting the issue of gradient attenuation. Furthermore, LSTMs 

allow the neural network to alternate between recollecting recent and remote information, 

empowering the data to decide which information to retain and discard[9]. Based on the advantages 

mentioned above, LSTM is currently the most widely used algorithm in load forecasting. 
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2.3 The Basic Theory of Reinforcement Learning (RL) 

RL, as a branch of machine learning, is a computational method that can solve sequential 

decision problems[10,11]. All the RL problems can be defined as MDP, which represents the process 

by which an agent guides its behavior by obtaining rewards from interaction with the environment. 

Formally, an MDP is a five-tuple (𝑆, 𝐴, 𝑃, 𝑅, 𝑅), where: 

⚫ 𝑆 is the state space, which represents the available information that the RL agents use to 

make decisions. 

⚫ 𝐴  is the action space, which means the RL agents make different decisions when 

interacting with the environment. 

⚫ 𝑃 is the state-transition probability, which describes the probability distribution of going 

from state 𝑠 to state 𝑠′ when action 𝑎 is taken. 

⚫ 𝑅 is the reward (or cost) function, usually the objective function in a control problem. 

⚫ 𝛾 is the discount factor. The discount factor is used to overcome the feedback delay in the 

interaction between the agent and the environment. By discounting the rewards for 

multiple steps, the sum of the accumulated rewards for numerous steps in the future can 

be obtained. Then the short-term optimization objective and long-term optimization 

objective can be balanced. 

Fig. 2-7 The basic principles of RL 

The basic principles of RL are illustrated in Fig. 2-7, where the intelligent agent adjusts its 

policy based on the feedback it receives from the environment through rewards or punishments. At 
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each time step 𝑡, the agent observes the environmental state 𝑠𝑡 ∈ 𝑆 and chooses an action 
ta A  

based on policy 𝜋. Then the agent will receive the reward ( , )t tr s a  , and the system will evolve 

into another state  𝑠𝑡+1 ∈ 𝑆 The policy 𝜋 is the probability distribution for each possible action 

a A  been selected in a state s S , and it can be performed deterministic or stochastic based 

on the specific algorithm.  In this way, the agent utilizes the experiential data it collects to improve 

its performance, ultimately achieving either the maximization of cumulative rewards or the 

attainment of specific objectives. 

2.3.1 State-value function and State-action value function (Q-function) 

To solve sequential decision questions, the purpose of RL algorithms is to learn a value function 

( )v s  or state-action value function 𝑄𝜋(𝑠, 𝑎), it is also called Q-function. The first refers to the 

value of a state s  under a policy 𝜋, which indicates the expected return when starting in the state 

𝑠 and continuing with policy 𝜋. While the second refers to the expected return when starting in the 

state 𝑠 with action 𝑎 according to policy 𝜋, the state-value function is defined as Eq. (1): 

 1

k 0

( )
N

k

t k tV s E R s s   + +

=

 
= = 

 
   (2-27) 

Where E  denotes the expected value under a policy 𝜋 in the state ts . N is the final step 

in an episode and t   is any time step. The value of the discount factor 𝛾  needs to be tuned to 

balance the future and immediate reward. 

The action-value function is a strong correlation with the state-value function, which can be 

defined as follows: 

 1

0

( , ) ,
N

k

t k t t

k

Q s a E r s s a a   + +

=

 
= = = 

 
   (2-28) 

Where E is the expected value that the agent chooses an action 
ta  based on the policy 𝜋 in 
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the state 𝑠𝑡.  

Given the MDP problem, the learning agent must find optimal policies 
* and value functions. 

Value functions are different according to the various policies. The optimal value function is the one 

that gets the maximum value compared to all the other value functions. It can be easily computed 

by taking the maximum of the Q-function as follows Eq. (2-29):  

 
*

1 1( , ) ( , ) max ( , )t tQ s a r s a Q s a

  + +
 = +    (2-29) 

The above equation is called a Bellman optimality equation, and it indicates the recursive 

relation between a value of the state 𝑠𝑡  performed an action 𝑎𝑡  under the policy 𝜋  and its 

subsequent state and the average overall possibilities[12].  

2.3.2 Q-learning Algorithm 

Q-learning, first proposed by Watkins[13], is a value-based and off-policy RL method and is 

currently the most widely used RL method. The 𝑄 value is the 𝑄(𝑠, 𝑎), which is the maximum 

expectation value that taking actions can obtain benefits under the state at a certain moment. The 

environment will calculate the corresponding reward according to the agent's action, so the main 

idea of the algorithm is to build a Q-table to store the Q value and then select the action that can 

obtain the maximum benefit according to the Q value. The update process of the Q-table can be 

summarized as follows: 

 𝑄(𝑠𝑡, 𝑎𝑡)  ←  𝑄(𝑠𝑡, 𝑎𝑡)  + 𝛼[𝑟𝑖 + 𝛾𝑚𝑎𝑥𝛼𝑡+1
𝑄(𝑠𝑡+1, 𝑎𝑡+1) − 𝑄(𝑠𝑡, 𝑎𝑡) ] 

 (2-30)  

Where the 𝑠𝑡+1 is the next state, the 𝛼 is the learning rate, 𝑟𝑖 denotes the real reward, and the 

𝛾 means the discount factor that influences the current value of the future rewards. In addition,  

𝑟𝑖 + 𝛾𝑚𝑎𝑥𝛼𝑡+1
𝑄(𝑠𝑡+1, 𝑎𝑡+1) − 𝑄(𝑠𝑡, 𝑎𝑡) is the calculation of the time difference error (TD-Error), 

which denotes the change value of the Q value during the iteration.  
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However, When tabular features are used to represent the 𝑄(𝑠𝑡, 𝑎𝑡), the state-space tends to 

grow exponentially with the dimension of the state, which is called the dimensional disaster. Q-

learning usually uses linear function approximation or fixed sparse representation to represent the 

𝑄(𝑠𝑡, 𝑎𝑡) to overcome the dimensional disaster. 

As the most basic RL algorithm, Q-learning offers the advantage of a simple and fast-running 

algorithm. It is primarily used to solve small action-space or state-space optimization control 

problems. For instance, in a study on the energy system optimization of renewable energy buildings, 

a Markov decision process was employed to model the problem, where energy cost minimization 

was set as the reinforcement learning objective. The decision variable was the time series of battery 

charging and discharging action. The optimal energy system optimization strategy with cumulative 

rewards was obtained through continuous interaction between the intelligent agent and the zero-

energy residential energy system environment. 

2.3.3 Classification of Reinforcement Learning 

The above summarized the basic principles of RL. Next, we will discuss the classification of 

RL algorithms. The overview of the most popular algorithms is summarized in Table 1. According 

to the different action selection strategies, RL algorithms can be divided into two branches: value-

based algorithms and policy-based algorithms, as shown in Fig. 2-8. The value-based algorithm 

calculates the expectation of reward through the potential reward as the basis for selecting actions. 

Examples of value-based methods include Q-learning and SARSA. The policy-based algorithm 

trains a probability distribution through policy sampling and enhances the probability of the desired 

action with a high return value[10]. Therefore, value-based algorithms can only be used for discrete 

action space, while policy-based algorithms have more advantages in continuous action space 

control. Examples of policy-based methods include the REINFORCE algorithm and the Policy 

Gradient method. Currently, the most popular actor-critic method combines the benefits of these 

two branches. Specifically, the actor-network will take actions based on the probability distribution 
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of policies. The critic-network will give the value of actions to the actions, making it more 

convenient for the latter to deal with continuous control. Examples of actor-critic methods include 

Advantage Actor-Critic (A2C) and Deep Deterministic Policy Gradient (DDPG). 

The RL algorithm can be off-policy or on-policy according to the interaction between the RL 

agent and the environment. On-policy methods learn the value function or policy based on the 

agent's current policy. In contrast, off-policy methods learn the value function or policy based on a 

different policy that generates the behavior data. For the off-policy method, the agent can learn by 

interacting with the environment in person or through accumulated experience (such as experience 

replay or replay buffer mechanism)[14]. In contrast, for the on-policy method, the agent can only 

interact with the environment to update the network. On-policy methods, such as SARSA, update 

their policy at every time step based on the current experience. Off-policy methods, such as Q-

learning, update the value function based on the optimal policy. The choice of on-policy or off-

policy depends on the specific requirements of the problem being solved. As the research object of 

this study is the measurement data collected by the actual HMES, the amount of data is limited, and 

the data collection is slow, so we would prefer to choose the off-policy method because they are 

more sample-efficient. In contrast, the on-policy method is more suitable for scenarios where data 

is generated using simulators. 
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Fig. 2-8 The classification of reinforcement learning 

Table 2-1 Common properties of the popular RL algorithms. 

Algorithm Type Data usage Action space 

DQN value-based Off-policy Discrete 

DDQN value-based Off-policy Discrete 

Dueling DQN value-based Off-policy Discrete 

D3QN value-based Off-policy Discrete 

DPG policy-based Off-policy Continuous 

DDPG actor-critic Off-policy Continuous 

TD3 actor-critic Off-policy Continuous 

SAC actor-critic Off-policy Discrete/Continuous 

TRPO policy-based On-policy Discrete/Continuous 

PPO actor-critic On-policy Discrete/Continuous 
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3.1 Content  

This study focuses on two sets of data samples: Kitakyushu Science Research Park (KSRP) 

and Jono Zero Carbon Smart Community (JZCSC). We selected these buildings due to their 

renewable energy facilities and complete energy management systems (EMS), which enable the 

collection of real-time and high-quality data related to system operation. The operational data for 

KSRP spans from January 1, 2002, to December 31, 2010, while data for JZCSC was collected from 

April 1, 2017, to September 30, 2019. The KSRP dataset will be utilized to verify the proposed load 

prediction model, and the JZCSC dataset will be used for future verification of the RL control model. 

Before constructing the prediction and control models, the collected data must be processed. The 

necessary data analysis must be conducted to determine relevant model parameters and prepare the 

model's training and test sets. Thus, this section provides an overview of the systems, describes the 

data preprocessing methods, and conducts potential law analysis. 
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3.2 Methodology 

3.2.1 K-Nearest Neighbors (KNN) 

In reality, force majeure factors may result in a small amount of missing sample data collected 

by EMS. As a data-driven method, machine learning (ML) is sensitive to missing data. The absence 

of sample data can often lead to inaccurate results in model-fitting calculations. However, blindly 

ensuring the integrity and accuracy of information by discarding data with missing values may result 

in an insufficient training dataset, causing an underfitting phenomenon. Therefore, selecting an 

appropriate method for dealing with missing values is crucial. 

In this study, we use the K-Nearest Neighbors (KNN) algorithm to implement the interpolation 

of missing values[1]. The KNN algorithm is a popular ML technique for solving classification and 

regression problems, which also be used to impute missing values in a dataset[2]. The KNN 

algorithm identifies k samples that are spatially similar or exhibit similar characteristics in the 

dataset, determined through distance measurement. These k samples are then utilized to estimate 

the value of missing data points. Specifically, the missing values of each sample are interpolated by 

calculating the mean value of the k nearest neighbors found in the dataset. In this step, KNN always 

uses a distance metric to find the K nearest neighbors of the missing value. The most commonly 

used distance metric is the Euclidean distance, as shown in Eq.3-1[3]: 

𝐷(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1  (3-1) 

Where (𝑥𝑖 , 𝑦𝑖) are input samples. Once the K nearest neighbors are identified, their values are 

used to compute the average (or median) value, which is then used to replace the missing value. In 

this study, we used the scikit-learn package in python to implement the KNN algorithm. 

3.2.2 Pearson Correlation 

Before constructing the training and test sets, selecting the features of the data sample is 

typically necessary based on the results of correlation analysis between the features. The Pearson 

correlation coefficient is always used to measure the strength and direction of the relationship 
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between two continuous variables[4]. The Pearson correlation coefficient is calculated by dividing 

the covariance of the two variables by the product of their standard deviations, as shown as follows[5]: 

𝑟 =
𝑁𝛴𝑥𝑖𝑦𝑖−𝛴𝑥𝑖𝛴𝑦𝑖

√𝑁𝛴𝑥𝑖
2−(𝛴𝑥𝑖)2 √𝑁𝛴𝑦𝑖

2−(𝛴𝑦𝑖)2 
 (3-2) 

where 𝑥𝑖  and 𝑦𝑖  are the two variables being correlated. A positive Pearson correlation 

coefficient (r > 0) indicates a positive relationship between the two variables, and a negative Pearson 

correlation coefficient (r < 0) indicates a negative relationship between the two variables. In this 

study, we defined features that have a correlation coefficient less than 0.01 with the target variable 

as not correlated, and we excluded them from the data set construction. 

3.2.3 Data Normalization 

Data normalization is a crucial step in data preparation that aims to transform data into a 

common scale, ensuring that every feature is given equal weight when analyzing the dataset. The 

normalization process not only enhances the efficiency of data processing but also contributes to 

the accuracy and effectiveness of the predictive models[6]. In particular, when using neural networks 

for modeling and forecasting, standardizing the sample data can significantly enhance the 

convergence speed of the model, as well as its prediction accuracy and learning efficiency. Among 

various normalization techniques in machine learning, the most commonly utilized method is the 

minimum-maximum normalization, which scales the feature values to a range between 0 and 1, as 

shown in Eq.(3-3): 

𝑦 =
𝑥−𝑚𝑖𝑛

𝑚𝑎𝑥−𝑚𝑖𝑛
 (3-3) 

Where 𝑦 is the result after the max-min conversion function, 𝑥 is the sample data, 𝑚𝑎𝑥 is 

the maximum value of the original data, and 𝑚𝑖𝑛  is the minimum value of the original data. 

However, it is worth noting that if the input of the neural network model is standardized data, the 

output result is also standardized data. The original data's corresponding output value can be 
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obtained only after the inverse operation of the standardization function is processed. The inverse 

function of the standardization function is the inverse of the normalization function, which can 

transform the standardized data back to the original scale, as shown in Eq.(3-4): 

𝑥 = (𝑚𝑎𝑥 − 𝑚𝑖𝑛) ∗ 𝑦 + 𝑚𝑖𝑛 (3-4) 

3.3 The dataset of Kitakyushu Science Research Park  

3.3.1 Case Introduction 

This study utilized data from the Combined Cooling, Heating, and Power (CCHP) system at 

the Kitakyushu Science Research Park (KSRP) in Japan. The KSRP system is a distributed energy 

system consisting of a gas engine (160 kW), a fuel cell (200 kW), and a photovoltaic system (150 

kW). The primary purpose of this system is to provide energy to the main teaching building of The 

University of Kitakyushu, which can accommodate the teaching and office needs of more than 3000 

individuals. The target building in this study was divided into four floors, with the first floor 

comprising the student center, meeting rooms, and classrooms, and the second to fourth floors 

consisting of teachers' offices and student research rooms. 

The energy supply for the system at KSRP was sourced from the gas engine, fuel cells, 

photovoltaic system, and the utility grid. The absorption chiller was primarily responsible for 

cooling, heating, and hot water loads. The gas engine and fuel cell also contributed to the cooling 

and heating load during electricity generation. The schematic diagram of the CCHP system at KSRP 

has presented in Fig.3-1. The system included a detailed data acquisition system that recorded 

operational data for each device and environmental data of the target building. By utilizing the 

temperature and flow data collected by the data acquisition system for hot and cold water supply 

and recovery, it was possible to calculate the target building's hot and cold load requirements in real-

time. The KSRP cogeneration system was established in 2001. To ensure that the model accurately 

reflected the actual operating state of the system, data from 2002 to 2010 (78,820 data points) were 

selected as the research object. During this period, only three days of system failure occurred, which 
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minimized the impact of missing data on the modeling process. 

Fig. 1-1 The basic schematic diagram of the CCHP system at KSRP  

3.3.2 Potential Analysis of Input Data Set 

The cooling and heating output of the equipment from January 1, 2002, to December 31, 2010, 

was initially computed based on the gas consumption of the equipment and the annual average COP 

(cooling: 1.00, heating: 0.85). To verify the accuracy of the data, we also calculated the cooling and 

heating output using the temperature and flow rate of cold and hot water supply and recovery, which 

were collected by the system. This study used eight years of data from January 1, 2002, to December 

31, 2010, for the target building. Each time step represented one hour. The first-eight data were used 

for training the model, and the last year's data were used for evaluating the models. Fig. 3-2 shows 

the time-series changes in HVAC load, temperature, and lux on a 1-hour basis used by the test set 

in this experiment; it should be noted that the positive value of Load represents heating, and the 

negative value represents cooling. It indicates that the target building's HVAC load, temperature, 

and lux had stochastic characteristics, and their values varied significantly in different months. 
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Fig. 3-2 Test Dataset: hourly Load, temperature, and lux from January 2010 to December 2010 

To examine the distribution patterns of these data in a time series, we calculated the average 

Load in units of the month, week, and hour, respectively. The results are presented in Fig.3-3. As 

indicated in Fig.3-3 (a), the average load varies significantly from month to month. The annual peak 

value of total heating load output occurs in January, while that of total cooling load output occurs 

in August. As a result, December, January, February, and March were designated as the heating 

season; July, August, and September as the cooling season; and April, May, June, October, and 

November as the low-load season. The model's prediction performance was evaluated separately 

based on this categorization. Fig.3-3 (b) indicates that the cooling and heating loads are higher on 

weekdays than on weekends. Moreover, Fig.3-3 (c) demonstrates that the average daily load 
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distribution in the heating and cooling seasons is significantly different. All of the aforementioned 

temporal information reflects the impact of human activities on Load, thus making them viable 

characteristic factors for database construction. 

Fig. 3-3 The diagram of average load distributed by the time 

We also selected other environmental factors that might affect the heat and cold output to build 

the initial database, including data collected by the Energy Center every hour from January 1, 2002, 

to December 31, 2010, a total of 78,820 pieces of data. Each group of data includes time information, 
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outdoor temperature [◦C], relative humidity [%], irradiance [𝑊 ∕ 𝑚2 ], wind speed [mss], wind 

direction, and load output (The positive load indicates the heating load, and the negative load 

indicates the refrigeration load). In addition, we conducted a Pearson correlation analysis for all 

features to identify and remove features with a small correlation that provide unnecessary 

information in the model training process, which could affect the model's robustness. The results 

are presented in Fig.3-4, which indicates that the outdoor temperature has the biggest impact on the 

load, followed by the time serial number. On the other hand, the correlation between wind direction 

and the load was too small (-0.0087), leading us to exclude this feature from the subsequent 

modeling. Examples of these data are presented in Table 3-1. For the following experiments, we 

divided the data into a training set comprising data from 2002 to 2009, a test set comprising data 

from 2010, and a validation set comprising 20% of the selected training set. All data with missing 

values will be interpolated using the KNN algorithm. As the numerical dimensions of different 

variables varied greatly, we normalized the data to map it uniformly onto the interval [0,1]. In the 

subsequent section, we will utilize this data set to construct a prediction model capable of forecasting 
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the load for the next hour based on the input data of the previous N hours. 

Fig. 3-4 Correlation analysis between the available features 

 

Table 3-1 Example of the database  

Trend Month Weekday Hour Temperature

（◦C） 

Humidity

（%） 

Illuminance

（
𝑊

𝑚2
） 

Windspeed

（mss） 

Load

（kW） 

0 1 5 1 1.7 18 0 3.6 0 

1 1 5 2 1.4 19 0 9.1 0 

2 1 5 3 1.4 19 0 5.5 147.208 

3 1 5 4 1.2 20 0 6.9 165.156 

4 1 5 5 1.1 20 0 2.2 111.105 

5 1 5 6 1.3 19 0 5.7 79.517 

6 1 5 7 1.6 19 0 6.4 127.376 
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3.4 The dataset of Jono Zero Carbon Smart Community  

3.4.1 Case Introduction  

 This study aims to train an RL agent using energy system data from a specific building to 

enable intelligent battery charging and discharging power regulation. The agent will automatically 

choose the optimal battery charging and discharging power based on energy demand, renewable 

energy generation, and real-time electricity price (RTP) trends. Through exploration of the optimal 

energy management strategy, the agent aims to reduce energy costs for users, increase the local 

consumption of renewable energy, and enable accurate energy use management of the building 

throughout the given period. The RL models proposed in this study were verified using the dataset 

of an actual Japanese house located in the “Jono Zero Carbon Smart Community” in Kitakyushu. 

The building has an energy system with PV panels (the capacity is 4.18 kW and the conversion 

efficiency is 19.6%), a storage battery (the capacity is 5.6 kW and the conversion efficiency is 90%), 

and connected to the public grid. Since the microgrid is a hybrid ACsDC network, inverters are used 

on the power lines of the battery and PV arrays for AC-DC conversion (The inverter's efficiency is 

95%). Fig. 3-5 illustrates the concept of the PV-battery system. To ensure that the user's load demand 

is always met, the system is designed to adjust the discharge of the energy storage system or 

purchase electricity from the grid when the photovoltaic power is insufficient. Conversely, when the 

photovoltaic power generation exceeds the load demand, the excess power can be stored in the 

batteries or sold to the grid to maintain the load power balance of the user. Since there is no economic 

incentive to optimize battery scheduling and load transfer under a fixed electricity price. Therefore, 
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this study's energy system regulation model is based on a scenario with RTP. 

Fig. 3-5 Structure of the residential PV-battery system 

3.4.2 Potential Analysis of Input Data Set 

The study dataset was collected by the HEMS implemented in the target house, which includes 

about thirty months of hourly data from April 1, 2017, to September 30, 2019. These hourly data 

contain eight components: PV generation (kWh), power demand (kWh), electricity price (Yen), 

month, hour of day, outdoor temperature, illumination intensity, and humidity. In this study, the data 

collected from April 1, 2017, to September 30, 2018, will be utilized as the training set, whereas the 

data from October 1, 2018, to September 30, 2019, will be used as the test set. To ensure uniformity 

across the dataset, all data will undergo normalization during the preprocessing stage.  

Fig. 3-6 shows the time-series changes in PV generation, electricity demand, and real-time 

electricity price on a 1-hour basis used by the training set in this experiment. It indicates that the 

target house's PV generation, electricity demand, and real-time electricity price had stochastic 

characteristics, and their values varied significantly in different months.  

javascript:;
javascript:;
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Fig. 3-6 Training Dataset: hourly PV generation, grid demand, and real-time electricity from 

April 2017 to March 2018 

The essential characteristics of the dataset are always the basis for experimental design. Fig.3-

7 is the overview of the target dataset. As shown in Fig.3-7(a), the electricity demand is significantly 

higher in winter than in other seasons (Heat pump heating is used in winter), and RTP has two 

significant peaks in winter and summer. Since demand, PV, and RTP have strong seasonal 

characteristics, evaluating the model over a short test set is not comprehensive. To overcome this, 

we took one year's data as the test set and divided it into three periods: cooling season , heating 

season, and transition season, to evaluate the model's performance separately. It can be seen from 

Fig.3-7 (b) that the distribution of PV generation and RTP has evident periodicity. For example, the 
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peak of RTP usually occurs between 17:00 and 21:00, which is not coincide with the peak period of 

PV generation. It also indicates a vast optimization space for energy storage systems. In addition, it 

should be noted that since the nighttime electricity price of the ladder electricity price is low, the 

heat pump of this house is set to operate at night, so the mean load fluctuation is slight 

Fig. 3-7 Overview of the dataset: (a)The average monthly distribution of Demand, PV 

generation, and RTP, (b) The average hourly distribution of Load, PV generation, and RTP 

Fig. 3-8 illustrates the distribution of electricity demand, PV generation, and RTP in different 

seasons, highlighting their significant differences. As shown in Fig. 3-8(a), the battery is charged 

between 11:00 and 15:00, while the power demand and RTP peak from 16:00 to 19:00 (with two 

RTP peaks at 10:00 and 18:00), indicating that there is a large optimization space for battery 

operation during this period. Similarly, Fig.3-8(b) indicates that the battery is charged from 8:00 to 

17:00, coinciding with the RTP peak period. Therefore, full power discharge of the battery is 
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preferred after 18:00, implying that the optimization space for battery operation is limited during 

this period. Finally, as shown in Fig. 3-8(c), there is a clear mismatch between the battery charging 

period (from 8:00 to 18:00) and the RTP peak period, suggesting a significant optimization space 

for battery operation during this period. 

Fig. 3-8 Overview of the dataset: (a) The average hourly distribution of Demand, PV 

generation, and RTP in the heating season, (b) The average hourly distribution of Demand, PV 

generation, and RTP in the cooling season,  (c) The average hourly distribution of Demand, PV 

generation, and RTP in the transition season  



CHAPTER THREE:  MATERIALS AND DATA PREPROCESSING 

3-15 

In this study, our first step will be to predict the target building's electricity demand, PV 

generation, and RTP. Subsequently, we will integrate these predicted results as new features into the 

training set of the reinforcement learning model. The process of constructing the datasets for these 

three prediction models will be explained in detail in this section. In this experiment, a Pearson 

correlation analysis was conducted on all features to identify and remove those with low correlation. 

Features with a correlation coefficient of less than 0.01 were considered low correlation features,  

which were excluded from the training set of the prediction model to avoid unnecessary information 

that might affect the model's robustness. Fig. 3-9 shows the results of the correlation analysis, where 

we can observe that power demand has the highest correlation with outdoor temperature due to the 

heat pump's function. The trend with a correlation coefficient lower than 0.01 was excluded. On the 

other hand, PV has the highest positive correlation with illuminance and the highest negative 

correlation with humidity, which is expected as high humidity is typically associated with rainy 

weather that affects PV generation. Furthermore, RTP has the highest correlation with hours, while 

the month feature was excluded as it had a low correlation. 

Fig. 3-9 Correlation analysis between the available features 



CHAPTER THREE:  MATERIALS AND DATA PREPROCESSING 

3-16 

In this study, we set the data collected from April 1, 2017, to September 30, 2018, as the training 

set, whereas the data from October 1, 2018, to September 30, 2019, will be used as the test set. All 

data with missing values will be interpolated using the KNN algorithm and normalized to a range 

of [0,1]. Samples of the dataset for electricity demand prediction, PV generation prediction, and 

real-time electricity price prediction are presented in Tables 3-3, 3-3, and 3-4, respectively: 

Table 3-2 Samples of the dataset for electricity demand prediction 

PV 

(kW) 

Demand 

(kW) 

Price 

(yen) 

Month Hour Temperature

（◦C） 

Illuminance（
𝑊

𝑚2
） Humidity

（%） 

0.158 0.558 12.98 5 5 17.4 0.02 68 

0.657 0.295 12.4 5 6 18.6 0.41 63 

1.361 0.287 11.86 5 7 20.7 1.04 52 

1.339 0.273 12.4 5 8 22.4 1.79 46 

0.528 0.434 12.4 5 9 22.4 2.39 51 

Table 3-3 Samples of the dataset for PV generation prediction 

Trend PV 

(kW) 

Demand 

(kW) 

Price 

(yen) 

Month Hour Temperature

（◦C） 

Illuminance（
𝑊

𝑚2
） Humidity

（%） 

6 0.158 0.558 12.98 5 5 17.4 0.02 68 

7 0.657 0.295 12.4 5 6 18.6 0.41 63 

8 1.361 0.287 11.86 5 7 20.7 1.04 52 

9 1.339 0.273 12.4 5 8 22.4 1.79 46 

10 0.528 0.434 12.4 5 9 22.4 2.39 51 

Table 3-4 Samples of the dataset for RTP prediction 

Trend PV 

(kW) 

Demand 

(kW) 

Price 

(yen) 

Hour Temperature

（◦C） 

Illuminance（
𝑊

𝑚2
） Humidity

（%） 

6 0.158 0.558 12.98 5 17.4 0.02 68 

7 0.657 0.295 12.4 6 18.6 0.41 63 

8 1.361 0.287 11.86 7 20.7 1.04 52 

9 1.339 0.273 12.4 8 22.4 1.79 46 

10 0.528 0.434 12.4 9 22.4 2.39 51 
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4.1 Introduction  

According to statistics, building energy consumption comprises approximately 40% of the total 

energy consumption [1]. Additionally, the proportion of building carbon dioxide emissions is 

alarmingly high, accounting for 36% of the total emissions [2,3]. Among the various contributors to 

commercial building energy consumption, heating, ventilation, and air-conditioning (HVAC) 

systems are responsible for 40% (or higher) [4,5]. Given the correlation between energy consumption 

and energy-saving potential, research on energy-saving technology that combines big data and 

artificial intelligence has become one of the hotspots in recent years[6]. 

The energy consumption prediction during the HVAC design stage is accomplished through 

simulation modeling, considering several factors, such as building physical parameters, outdoor 

meteorological parameters, indoor environmental parameters, and room utilization rate[7]. However, 

the model-building process involves varying degrees of assumptions and simplifications, which may 

result in significant errors between predicted and actual energy consumption during operation. 

Therefore, it is challenging to achieve accurate load prediction through simulation modeling. 

Besides, building HVAC system operating parameters are primarily determined based on load 

predictions during the design stage. However, this can lead to low efficiency of the HVAC system 

during operation, resulting in significant energy consumption. 

To achieve accurate load prediction, data-driven models are widely used in HVAC operation 

stage load prediction. In practical applications, HVAC load is affected by various factors, including 

the building itself, meteorological conditions (such as outdoor temperature and lighting), internal 

personnel activities (such as occupancy and power consumption), time lag, and actual use of air 

conditioning (such as control deviation and operation plan adjustment) [8]. Due to the influence of 

these factors, the HVAC load curve exhibits strong volatility, greater randomness, and less 

periodicity than a power load curve, posing a significant challenge for designing data-driven HVAC 
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models. To address this problem, Wasim Iqbal et al. proposed the Negative Binomial Regression 

(NBR) model analysis method[9], and BinbinYu et al. proposed the Dynamic Spatial Panel Model 

(DSPM) [9]. Weiqing Li et al. proposed the Data Envelopment Analysis (DEA) and Entropy method 

[10] to analyze the interaction among various factors. 

Compared to traditional building controllers, Model Predictive Control (MPC) can consider 

the current state of the building and HVAC system and incorporate predicted states and events into 

the control loop, which makes MPC a superior choice over other multivariate control methods in 

terms of improving building efficiency and providing greater comfort. As a result of their high 

performance, MPC is gaining more attention from researchers and operators and has become 

increasingly popular in the control of HVAC systems[11–13] [14] [15] [16] 18]. 

As illustrated in the terminology, prediction is the prerequisite for predictive control. Therefore, 

This paper aims to develop a new HVAC ultra-short-term energy consumption prediction model. To 

achieve this goal, we first conducted potential rule analysis and feature engineering for nine years 

of operation data of Kitakyushu Science and Research Park’s (KSRP) Energy Center and 

constructed a data set for modeling. Then, we developed the LSTM model based on this data set 

and the A-LSTM model by adding the attention layer to the LSTM model. Besides, the RNN model, 

DNN model, and SVR model were also developed to compare performance. The TPE algorithm 

optimized the hyper-parameters of the above models to ensure prediction accuracy. Next, we used 

the data from the Energy Center from 2002 to 2009 as the training set and the data from 2010 as the 

test set to conduct experiments. We gradually reduced the size of the data sets to evaluate the 

performance of the above five models in different training sets. Finally, we also evaluated the small-

scale prediction effects of the above five models under four typical operating modes. The core 

contribution of this work is the development of the ultra-short-term energy consumption prediction 

model of HVAC based on the attention mechanism. More specifically, the main achievements of 

this paper are listed below: 
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1) We adopted an existing distributed energy system’s data as the research object and utilized 

the LSTM method with an attention mechanism to predict the HVAC load of the system. 

The advantage of this method is that it can quantitatively assign a weight to each specific 

time step in the time series feature, which improves the attention distraction defect of 

traditional LSTM. In addition, to verify this method's efficiency, A detailed case analysis 

and comparison of four advanced deep learning algorithms are presented, in which the 

baseline model is DNN, RNN, LSTM, and A-LSTMM. We used RMSE, MAE, and R² to 

evaluate these algorithms and proved that the efficiency of A-LSTM is optimal.  

2) To comprehensively assess the potential of A-LSTM in HVAC load forecasting, we 

conducted a comparative evaluation that included seasonal energy efficiency assessment 

and data sensitivity analysis. Our results demonstrate that even when trained on two years 

of data, A-LSTM maintains high prediction accuracy. 

3) We devised a hyperparameter optimization method using the TPE algorithm to optimize 

the hyperparameters of each baseline model training stage. This emphasizes these deep 

learning models to obtain optimal hyperparameters more efficiently, providing valuable 

insights for real-world implementations. 

The organization of work is as follows. Section 4.2 describes the algorithm details of this paper. 

Section 4.3 outlines the detailed design of the experiments. Section 4.4 discusses the results of the 

case study. Finally, section 4.5 provides this paper's conclusions and future outlook. 
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4.2 Methodology 

4.2.1 Attention Mechanism  

Although the LSTM model has a memory function, it can save some time-series information. 

However, since the standard LSTM model uses the traditional encoder-decoder structure, it still has 

some limitations. When processing the time series 𝑥𝑡 , the Encoder will first encode the input 

sequence into a fixed-length implicit vector ℎ  and give the same weight to the implicit vector. 

However, when the length of 𝑥𝑡  increases, the average weight distribution will reduce the 

discrimination of 𝑥𝑡, and some important time-series information will be ignored in the process of 

training the model, thus affecting the prediction accuracy of the model. 

The Attention mechanism is a deep learning method developed to overcome challenges in 

modeling complex data sequences. It was inspired by the human brain's ability to focus on important 

information and ignore distractions selectively. The mechanism enables the model to concentrate on 

relevant information at a given time while filtering out irrelevant data. Doing so can improve the 

model's performance on various tasks. The attention mechanism achieves its function by optimizing 

the encoder-decoder structure of a model. Depending on the specific application, it can be used 

alone or in combination with other models. The unit structure of the Attention mechanism is 

depicted in Fig. 4-1: 

Fig. 4-1 The unit structure of the Attention mechanism 
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In Fig.3-1, 𝑥1, 𝑥2, … , 𝑥𝑡  denotes the input sequence, 𝑇  is the length of the input sequence, 

ℎ1, ℎ2, … , ℎ𝑡 represents the hidden state values of the corresponding input sequence 𝑥1, 𝑥2, … , 𝑥𝑡, 

and  𝛼𝑡𝑗 denotes the attention weight of the historical input hidden states for the current input, 

which calculation formula is as follows: 

 𝑒𝑡𝑗 = 𝑎(ℎ𝑖−1, ℎ𝑗) (3-1)  

 𝛼𝑡𝑗 =
𝑒𝑥𝑝(𝑒𝑡𝑗)

𝛴𝑘=1
𝑡 𝑒𝑥𝑝(𝑒𝑡𝑗)

 (3-2)  

In the above Equations, ⅈ denotes the moment; 𝑗 denotes the j element in the sequence; 𝑒𝑡𝑗 is 

the matching degree between the element to be encoded and other elements. We can obtain the 

feature vector 𝐶𝑡 by computing the product of 𝛼𝑡𝑗(attention probability weight) and ℎ𝑖(historical 

input node's hidden state) and then summing over all historical inputs. The calculation formula for 

𝐶𝑡 is: 

 𝐶𝑡 = ∑ 𝛼𝑡𝑗ℎ𝑖

𝑇

𝑗=1
 (3-3) 

𝐻𝑗 denotes the true hidden state value of the final output node, and its calculation formula is: 

 𝐻𝑗 = 𝐻(𝐶𝑡, ℎ𝑗 , 𝑥𝑗) (3-4)  

An encoder-decoder model with an Attention mechanism first learns the weight of each 

element from the sequence and then recombines the elements by weight. By assigning different 

weight parameters to each input element, the Attention mechanism can focus more on the relevant 

parts of the input element, thereby suppressing other useless information. Its biggest advantage is 

that it can consider global and local connections in one step and realize parallel computation, which 

is particularly important for big data computation. In this paper, the Bahdanau algorithm [17]is 

adopted to realize the Attention mechanism, and the structure of the A-LSTM model adopted is 
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shown in Fig. 4-2:  

Fig. 4-2 The structure of the A-LSTM model 

4.2.2 Tree-structured of Parzen Estimators (TPE) 

The performance of machine learning models largely depends on the selection of 

hyperparameters. With the increase in model complexity and training data, automatic 

hyperparameter optimization is increasingly important in development [18]. Compared with 

traditional manual parameter adjustment, automatic parameter optimization has the following 

advantages : 

➢ It reduces the workforce of development work.  

➢ Improve the performance of machine learning models.  

➢ Improve the reproducibility of the results[19].  

This study used the Tree-Structured of Parzen Estimators (TPE) algorithm to optimize the 

model's hyperparameters. The TPE algorithm is an improved algorithm of the Bayesian optimization 

algorithm (BO). Since the TPE is based on a tree-structured representation of the hyperparameter 

space, enabling it efficiently explores many hyperparameters and identifies promising regions of the 

search space. One of the key advantages of the TPE algorithm is its ability to balance exploration 

and exploitation of the hyperparameter space. The tree-structured representation of the search space 
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allows the algorithm to identify promising regions and focus its search on those areas while still 

exploring other regions to ensure that it does not miss potentially good solutions. Besides, TPE also 

solves the limitation of the traditional BO algorithm in dealing with classification and conditional 

parameters, so it has higher efficiency. 

The main process of the TPE algorithm is to convert the hyperparametric space into the 

nonparametric density distribution first and then model the process 𝑝(𝑥|𝑦). As shown in Equation 

(3-5), TPE uses two density distributions of Equation to define 𝑝(𝑥|𝑦)，𝑦 < 𝑦∗ indicates that the 

value of the objective function is less than the threshold, and 𝑦 ≥ 𝑦∗ denotes that the value of the 

objective function is greater than or equal to the threshold. 

 𝑝(𝑥|𝑦) = {
𝑙(𝑥)     ⅈ𝑓  𝑦 < 𝑦∗

𝑔(𝑥)     ⅈ𝑓  𝑦 ≥ 𝑦∗ (3-5)  

The calculation of Expected Improvement (EI) is shown in Equations (3-6)(3-7)(3-8). 

 𝐸(𝑥) = ∫ (𝑦∗ − 𝑦)
𝑝(𝑥|𝑦)𝑝(𝑦)

𝑝(𝑥)
ⅆ𝑦

𝑦∗

−∞

 (3-6)  

 𝛾 = 𝑝(𝑦 < 𝑦∗) (3-7)  

 𝑃(𝑥) = ∫ 𝑃(𝑥|𝑦)𝑃(𝑦) ⅆ𝑦
𝑅

 (3-8)  

Substitute Eq. (3-7)(3-8) into Eq. (3-6) to get the final formula(3-9). 

 𝐸𝐼𝑦∗(𝑥) = (𝛾 +
𝑔(𝑥)

𝑙(𝑥)
(1 − 𝛾))

−1

 (3-9)  
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It can be seen from formula (3-8) that point 𝑥∗ with the largest Ei is the point with the smallest 

𝑔(𝑥)

𝑙(𝑥)
. The TPE algorithm evaluates the improvement points according to 

𝑔(𝑥)

𝑙(𝑥)
 in each iteration, and 

finally returns a point 𝑥∗ with the largest EI. The corresponding process is shown in Fig. 4-3. 

Fig. 4-3 Flowchart of the TPE algorithm  

4.2.3 Adam Optimizer 

As mentioned in Section 2.1.3, traditional Stochastic Gradient Descent (SGD) optimization 

algorithms have been known to be sensitive to the learning rate. To address this issue, Diederik 

Kingma of OpenAI and Jimmy Ba of the University of Toronto introduced a new optimization 

algorithm called Adam in 2014[20]. The Adam algorithm is designed to optimize the objective 

function of a deep neural network by adjusting the learning rate based on the gradient of the loss 

function, which maintains an exponentially decaying average of past gradients and their squared 

values. These estimates are then used to update the model parameters at each iteration. The Adam 

algorithm utilizes the first-order moment estimation of the gradient of each parameter for the loss 

function and the second-order moment estimation of each parameter's gradient to adjust each 
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parameter's learning rate dynamically, and its calculation formula is given as follows: 

𝑚𝑡 = 𝜇𝑚𝑡−1 + (1 − 𝜇)𝑔𝑡 (3-10) 

𝑛𝑡 = 𝑣𝑚𝑡−1 + (1 − 𝑣)𝑔𝑡
2 (3-11) 

𝑚̂𝑡 =
𝑚𝑡

1−𝜇𝑡 (3-12) 

𝑛̂𝑡 =
𝑛𝑡

1−𝑣𝑡 (3-13) 

𝛥𝜃𝑡 = −
1

√𝑛̂𝑡+𝜀
∗ 𝜂 ∗ 𝑚𝑡 (3-14) 

𝑚𝑡 and 𝑛𝑡 denote the first and second-moment estimations of the gradient, respectively. The 

parameters 𝑚̂𝑡 and 𝑛̂𝑡 are the correction terms applied to the first and second moment estimates. 

The bias-correction step in Eq.(3-12, 3-13) is necessary because the moment estimates are biased 

towards zero in the early stages of training. The variable −
1

√𝑛̂𝑡+𝜀
 is a constraint term that ensures 

that the variation of the learning rate is within a specified range. 

Based on the analysis presented above, it is evident that the Adam algorithm offers a unique 

combination of the advantages provided by the Adagrad and RMSprop algorithms. Adam can obtain 

the adaptive learning rate required for each parameter by performing calculations on the parameters, 

thus effectively reducing memory consumption. This approach is particularly beneficial in scenarios 

with high model complexity, such as those with many layers in the target neural network. 

Consequently, Adam has become the most widely used optimization algorithm in practical 

applications. In the experiments conducted for this paper, the neural network training process 

employed the Adam algorithm to optimize the parameters. 
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4.3 Model Parameter Setting 

In this section, we will use the LSTM model as an example to outline the model's construction 

methodology. After completing the parameter optimization of the LSTM baseline model, we 

incorporated an attention layer following the hidden layer of the LSTM model to build the A-LSTM 

model. We utilized the Hyperopt framework to implement the Tree-structured Parzen Estimator 

(TPE) algorithm, which automatically optimized the hyperparameters of all baseline models. Our 

programming language was Python, and we utilized TensorFlow 2.0 as our deep learning framework. 

Hyperopt is a Python library for hyperparameter optimization based on Bayesian optimization. It 

supports the optimization of continuous, discrete, and conditional variables. To use the Hyperopt 

framework, four parameters must be specified: the objective function to be optimized, the search 

space with super parameters, the Trials Database, and the search algorithm.  

The LSTM baseline model requires optimization of four parameters: the time step L of each 

LSTM layer (determined by the length of previous data), the size of the hidden unit m of each layer, 

the size of the batch processing b during training (with default same hidden unit for each layer in 

the two-layer LSTM structure), and the drop rate of the Dropout layer. To establish the range of L, 

we first conducted autocorrelation analysis on load data to detect data cycle patterns, as depicted in 

Fig.3-9. The X-axis and Y-axis of Fig. 4-4 represent "hours" and "autocorrelation coefficient," 

respectively. Our analysis revealed that the overall autocorrelation of the load showed a cycle of 

decline, with autocorrelation peak every 24 hours. As such, we defined the conditional parameters 

of L as {12,24,36,48}. 
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Fig. 4-4 Load autocorrelation analysis results 

To avoid overfitting, we added a dropout layer after each LSTM layer, with the conditional 

parameters of drop rate set as {0.2, 0.3, 0.4, 0.5}. Due to limited computational resources, we set 

the conditional parameter sets of m and b based on empirical methods to ensure prediction accuracy: 

m ∈{32,64,128,256} and b ∈{32,64,128,256}[21]. We input the aforementioned conditional 

parameters into the Hyperopt framework and utilized the TPE algorithm to optimize the model's 

super parameters. Fig. 4-5 shows the optimized RNN, LSTM, and A-LSTM model structure, with 

the hyperparameters of these models determined by the TPE algorithm. 

In addition to the three recurrent neural network models, we also included the DNN and SVR 

models for horizontal comparison. Like the three models, the DNN and SVR models take all the 

data 24 hours before the time slot t and the time data at the time slot t as input to predict an output 

the load data at the time slot t. Table 4-1 displays the optimal hyperparameters of the DNN model 

optimized by the TPE algorithm, while Table 4-2 shows the optimal hyperparameters of the SVR 
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model optimized by the TPE algorithm. The topology of the five models above depends on the 

characteristics of the KSRP dataset. The model's structure and hyperparameters should be adjusted 

for other datasets according to the data. As the primary focus of this study was to investigate the 

potential of the LSTM model with the attention mechanism in the field of load prediction, we aimed 

to simplify the model's topological structure and input characteristics as much as possible to improve 

the model's generalization ability and reduce the required computational force while ensuring 

prediction accuracy. 

Table 4-1 Hyperparameters for the DNN model 

Model Layer1 Units Layer2 Units Layer3 Units Batch size Drop rate 

DNN 128 64 32 64 0.2 

Table 4-2 Hyperparamers for the SVR model 

Model Kernel C gamma 

SVR RBF 97.227588 0.001032 

Fig. 4-5 Structure of RNN, LSTM, and A-LSTM model 
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4.4 Result and Discussion 

To evaluate the time series prediction effect of the A-LSTM model on this data set, we 

compared it with the same type of RNN, LSTM model, and DNN model without memory function 

in this experiment. All models have been trained and tested five times, and the final data used for 

comparison is the average of the 5 test results to reduce the errors caused by random numbers. Root 

Mean Square Error (RMSE), Mean Absolute Error (MAE), and R-Square Value (R2_SCORE) were 

used as indicators of the evaluation model, which were calculated according to Eq. (3-1), (3-2), 

and(3-3). The 𝑦𝑖 denotes the real observations, 𝑦̅𝑖 denotes the average of the observed value, 𝑦̃𝑖 

denotes the predicted value, N denotes the number of test samples. 

 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦̃𝑖)2𝑛

𝑖=1
 (3-1) 

 𝑀𝐴𝐸 =
1

𝑁
∑ |𝑦𝑖 − 𝑦̃𝑖|𝑁

𝑖=1  (3-2) 

 𝑅2 = 1 −
𝛴ⅈ=1

𝑛 (𝑦ⅈ−𝑦𝑖̃)2

𝛴ⅈ=1
𝑛 (𝑦ⅈ−𝑦̅ⅈ)2 (3-3) 

4.4.1 Annual Prediction Performance Comparison 

We trained the models using eight years of data (from 2002 to 2009) as the training set and 

evaluated their effectiveness in load forecasting for 2010. Table 4-3 displays the results of the five 

models in predicting the annual data for 2010. The results demonstrate that the four deep learning 

models have significantly improved prediction accuracy, particularly compared to the SVR 

algorithm. This indicates that deep learning models offer clear performance advantages over 

traditional machine learning models when tackling complex load prediction scenarios. Although the 

four deep learning model's prediction results were close, the A-LSTM model had the highest 

accuracy. Compared to the second-best predicted LSTM, A-LSTM showed a 3.06% decrease in 

RMSE, a 6.54% decrease in MSE, and a 0.43% increase in R² value. It's worth noting that the system 

operates under low or zero load for a significant amount of time in a year, resulting in very small 

prediction errors during these periods, which may reduce the overall average prediction error. We 
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will delve deeper into this phenomenon in the following section. 

Table 4-3 Comparison of prediction errors between different models  

 SVR DNN RNN LSTM A-LSTM 

RMSE(kW) 106.490 78.788 80.638 77.340 74.977 

MAE(kW) 85.632 48.752 48.979 47.929 44.793 

R² 0.854 0.922 0.918 0.925 0.929 

4.4.2 Prediction Performance Comparison at High and Low Loads 

To provide a more intuitive evaluation of the prediction accuracy of the A-LSTM model, we 

have selected the prediction results for four typical periods in 2010 for comparison. These periods 

include two high-load periods (heating and cooling) and two low-load periods (heating and cooling), 

each consisting of two weeks of experimental results. The detailed results can be found in Table 4-

4. 

Table 4-4 Performance of A-LSTM models compared to the baseline model. 

 The high-load period in the heating season 

(2010.1.7~2010.1.13 and 2010.1.31~2010.2.6) 

 SVR DNN RNN LSTM A-LSTM 

RMSE(kW) 123.508 103.035 93.796 96.558 86.876 

MAE (kW) 102.083 72.996 66.898 66.192 62.262 

R² 0.737 0.817 0.839 0.848 0.870 

 The low-load period in the heating season  

(2010.3.1~2010.3.7 and 2010.3.8~2010.3.14) 

 SVR DNN RNN LSTM A-LSTM 

RMSE(kW) 99.075 79.973 81.230 78.325 73.427 

MAE (kW) 78.165 48.027 53.816 49.141 47.206 

R² 0.521 0.687 0.678 0.701 0.737 

 The high-load period in the cooling season 

(2010.7.15~2010.7.21 and 2010.8.1~2010.8.7) 

 SVR DNN RNN LSTM A-LSTM 

RMSE(kW) 108.849 78.129 79.959 75.294 68.361 

MAE (kW) 88.199 57.575 54.966 50.127 46.529 

R² 0.800 0.896 0.892 0.904 0.921 



CHAPTER FOUR:  POTENTIAL ANALYSIS OF THE ATTENTION-BASED LSTM MODEL IN BUILDING ENERGY SYSTEM 

4-15 

 The low-load period in the cooling season  

(2010.5.15~2010.5.21 and 2010.5.21~2010.5.27) 

 SVR DNN RNN LSTM A-LSTM 

RMSE(kW) 68.277 54.021 50.452 53.515 47.805 

MAE (kW) 56.184 35.185 31.627 38.351 29.855 

R² 0.642 0.776 0.805 0.781 0.824 

Table 4-4 shows that the A-LSTM model has the best prediction performance during the high-

load heating period, followed by the RNN model. Specifically, the RMSE of A-LSTM decreases by 

10.02%, MSE decreases by 5.93%, and the R² value increases by 2.59% compared to the second-

best RNN model. Fig. 4-6 presents the complex load prediction curve during this period, showing 

that the heat load fluctuates sharply, with a peak load at around 9 a.m. every day, followed by a load 

decline trend. However, the prediction results indicate that none of the five models can accurately 

predict this morning's peak load, with DNN being the best for predicting the peak load. Conversely, 

during the period of medium and low load, the fitting effect of the A-LSTM prediction curve is the 

best, while the fitting effect of the DNN model is poor in this stage. 

 

Fig. 4-6 Forecasting effect of the high-load period in the heating season 
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As shown in Table 4-4, the A-LSTM model has the best prediction performance during the 

low-load heating period, followed by the LSTM model. Specifically, during this period, the RMSE 

of A-LSTM decreased by 6.25%, MSE decreased by 3.94%, and the R² value increased by 5.14% 

compared to the sub-optimal LSTM prediction. Fig.4-7 presents the detailed forecast data during 

this period, showing that the heat load fluctuation is relatively slow relative to the high load period. 

In addition to the first load peak at around 9 a.m. every day, there will also be a second load peak at 

a random time in the afternoon. While all five load prediction models accurately predict the time 

point of the two load peaks, none of them can accurately fit the peak. Among the models, DNN is 

relatively the best fit for peak load, but its fit for the low load stage is poor, while A-LSTM is more 

balanced in overall fitting performance. 

 

Fig. 4-7 Forecasting effect of the low-load period in the heating season 
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Table 4-4 shows that A-LSTM has the best predictive performance during high-load cooling 

periods, with LSTM coming in second. During this period, A-LSTM exhibited a 9.21% decrease in 

RMSE, an 8.80% decrease in MSE, and a 1.88% increase in R² compared to sub-optimal predictions. 

Fig. 4-8 shows detailed forecast data for this period, revealing that the cooling load curve fluctuates 

relatively steadily compared to the heating load curve. The load peak occurs between approximately 

8 and 2 o'clock daily, with increasing or decreasing load peaks during other periods. This 

characteristic results in higher accuracy for the five prediction models in the cooling season than in 

the heating season. For example, using the A-LSTM model, the RMSE during the peak cooling 

period decreased by 18.515 kW, the MAE decreased by 15.733 kW, and the R² value increased by 

0.051 compared to the peak heating period. Furthermore, A-LSTM exhibited better fitting for peak 

load during this period than in the heating season. 

  

Fig. 4-8 Forecasting effect of the high-load period in the cooling season 
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Table 4-4 demonstrates that A-LSTM exhibits the most accurate predictions during the high-

load cooling period, followed by RNN. Specifically, the RMSE of A-LSTM decreases by 5.24%, 

MSE decreases by 4.47%, and the R² value increases by 2.36% compared to RNN's suboptimal 

prediction. The detailed forecast data for this period is illustrated in Fig. 4-9. Compared to the high 

cooling load period, this period's load fluctuation is more severe, with multiple peaks appearing 

randomly in the morning. Despite this challenge, all five prediction models can predict the timing 

of the load peaks, but none can accurately predict the peak itself. DNN, in particular, exhibits a 

better prediction effect on the random load peaks. A-LSTM's R² value reveals that the prediction 

accuracy decreases by 0.097 compared to the high cooling load period, indicating a decrease in 

prediction accuracy. It can be concluded that all five models have higher prediction accuracy for 

cooling load than for heat load, especially during the high cooling load period, where the prediction 

effect is the best. 

 

Fig. 4-9 Forecasting effect of the low-load period in the cooling season 
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We performed a statistical analysis of the characteristic correlation coefficients during the 

cooling and heating seasons to elucidate this phenomenon. Fig.4-10 provides valuable insights into 

the reasons for the observations, as mentioned in section 3.5.1. As depicted in Fig. 4-10, 

environmental factors correlate more with a load than time factors. Furthermore, the correlation 

between load and environmental factors varies significantly across different seasons, particularly 

concerning the correlation between outdoor temperature and humidity. Notably, the load during the 

refrigeration season displays the highest correlation with environmental factors, which enhances the 

ability of the prediction model to acquire knowledge from existing data. This could explain why the 

model's prediction accuracy is superior during the refrigeration season compared to the heating 

season. Specifically, for the data during the cooling season, the correlation during high load periods 

is stronger than that during low load periods. In contrast, the opposite is true for the data during the 

heating season. These differences ultimately manifest in the prediction accuracy of the model. This 

suggests that environmental factors have a greater impact on the output of cooling load, while the 

laws of human production and life influence the output of heat load. While the existing data may 

not fully reflect the laws of human production and life, it comprehensively captures the impact of 

environmental factors, which could account for this phenomenon. 

Fig. 4-10 Absolute value of correlation coefficients of load and other features in the database 

between heating season and cooling season  
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4.4.3 Data Sensitivity Analysis 

To explore the influence of the size of the training set on the prediction accuracy of the model, 

we also conducted the following experiments: the topological structure of the five models used in 

the previous experiments was kept unchanged, and the training set was gradually reduced in a unit 

of 2 years. The 2010 data were used as the test set to evaluate each model separately. The 

experimental results are shown in Fig.4-11, from which we can see that each model's prediction 

accuracy decreases with the training set's reduction. The result showed that the prediction accuracy 

of the A-LSTM model was the best when the data from 8, 6, and 4 years were used as the training 

set. Compared with the suboptimal LSTM model, its RMSE decreased by 3.06%, 10.86%, and 

11.29%, respectively. R² value increased by 0.43%, 2.21%, and 2.57%, respectively. However, when 

two years of data were used as the training set, the prediction accuracy of the A-LSTM model 

decreased significantly, and its prediction accuracy was only better than that of the SVR model. This 

indicates that the prediction accuracy of the A-LSTM model will increase with the length of the 

training set, and the prediction accuracy of 4-year or 6-year data sets of the A-LSTM model has 

obvious advantages compared with other models. 

It is worth emphasizing that the LSTM model outperforms the other models when trained on a 

2-year data set. Even when the training set is reduced from 8 years to 2 years, the RMSE of the 

LSTM model only increases by 17.6%, and the R² value decreases by 4.1%, which is the smallest 

change compared to the other models, which indicates that the LSTM model exhibits strong 

robustness and effective learning ability with limited training data. Such a finding provides valuable 

theoretical guidance for constructing accurate prediction models in future studies. 
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Fig.4-11 The prediction accuracy of each model under different lengths of the training set 

There are two limitations in the current study. First, due to the limited computational force, the 

search method adopted in the hyperparameter optimization in this paper is based on conditional 

parameters rather than the search based on the assignment interval. Although the conditional 

parameters based on the empirical method can ensure the prediction's accuracy, there is undeniable 

room for further optimization of the super parameters of the models. Secondly, the Bahdanau 

algorithm adopted is the classical gradient-based method to obtain the optimal solution. The 

gradient-based method has the advantage of easy implementation, but at the same time, it will bring 

premature convergence and the problem of falling into a locally optimal solution. Therefore, there 

is room for further optimization at the algorithm level of this study. 
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4.5 Conclusion 

Predictive control has become an increasingly popular approach to enhancing building energy 

efficiency. Prior studies have highlighted the complex structure of HVAC systems in large buildings, 

which are susceptible to random environmental factors and human activities, posing significant 

challenges in predicting short-term HVAC loads. In this study, we analyzed nine-year operational 

data from the KSRP Energy Center to identify underlying patterns and factors influencing HVAC 

load. The factors used to establish the model were determined based on the results of Pearce 

correlation calculations. The findings revealed that outdoor temperature significantly influenced the 

cooling and heating load of HVAC systems. In contrast, the daily peak load was concentrated in a 

specific period. 

To address these challenges, this study proposed a novel model that combines the attention 

mechanism with the LSTM neural network. The model was implemented in the following steps: 

First, we used autocorrelation analysis to determine the previous 24 hours of data as the time step 

to predict the load for the next hour. Second, we employed the TPE optimization method to optimize 

the hyperparameters of the baseline LSTM model. The test results demonstrated that the LSTM 

model with two layers of 64 neurons exhibited the best prediction performance. Third, we integrated 

the attention layer into the baseline LSTM model to develop the A-LSTM model. Finally, we 

established RNN, DNN, and SVR models as horizontal comparison objects. 

Finally, we used data from the KSRP Energy Center between 2002 and 2009 as the training set 

and the data from 2010 as the test set to evaluate the performance of the five models mentioned 

above. The results demonstrated that the A-LSTM model had the highest prediction accuracy. 

Compared to the LSTM model, the A-LSTM model achieved a 3.06% reduction in overall RMSE, 

a 6.54% decrease in MSE, and an increase of 0.43% in R² value. Furthermore, we observed that the 

advantage of the A-LSTM model was most significant when the length of the training set was 

between 4 and 6 years. However, when the size of the training set was reduced to 2 years, the 
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prediction accuracy of the A-LSTM model decreased sharply, indicating that it has limitations in 

predicting small sample data. To validate the impact of low-load and zero-load samples on the 

experimental results, we evaluated four typical operating mode samples in 2010. We drew a graph 

to show the predicted results. The results showed that the A-LSTM model had better prediction 

accuracy for refrigeration load than heating load. Its performance was better during high load 

periods compared to low load periods. 

In summary, the proposed A-LSTM model combining attention mechanism and LSTM neural 

network demonstrated improved accuracy in predicting large buildings' cooling and heating loads 

and peak load. However, further analysis is needed to understand the model's performance under 

different operating modes, and the attention mechanism algorithm can be further optimized. 

Future work can focus on applying the A-LSTM model to real-time HVAC energy-saving 

control using a model-free deep reinforcement learning algorithm. By using the predicted value as 

the agent's observed state, the RL model's control accuracy can be improved. This approach can 

potentially overcome the limitations of model-based control systems, which require accurate 

modeling of controlled objects. 
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5.1 Introduction  

Japanese electricity market achieved a full retail market liberalization in April 2016, and 

regional power companies and a rising number of retailer electrical operators entered the wholesale 

electricity market. Japan Electric Power Exchange (JEPE) is a voluntary platform for companies to 

buy and sell electricity. JEPX provides a day-ahead wholesale market to trade electricity through a 

price auction mechanism. Since 2017, the volume of gross bidding has increased continuously. 

JEPX volume shared more than 40% of Japan's electricity demand by October 2021. Under the 

promotion of this policy, the grid-connected residential PV-battery system has become Japan's 

fastest-growing renewable energy technology. By 2021, the total installed PV capacity in the 

residential field had reached 50,000 MW[1].  

However, despite the economic advantages of RES, both PV and wind power generation are 

susceptible to environmental factors in the form of high randomness and intermittency, which 

creates a significant challenge to power utilities [2]. For example, many new PV capacities had led 

to PV generation curtailment in certain seasons; thus, Kyushu and Tohoku Electric Power 

Companies had reduced the feed-in tariff to suppress PV capacity, which was contrary to the original 

intention of improving the PV penetration level of the grid. Implementing energy storage systems 

(ESS) effectively solves this problem, which can positively impact power balance and grid 

reliability[3]. The smart ESS has attracted rising attention to deal with the imbalance of energy supply 

and demand. An optimized smart storage strategy can be more efficient in energy management by 

optimizing the scheduling strategy of variable renewable energy generation, energy demand, and 

real-time electricity price [4–6]. It can not only increase the utilization of RES and use the ESS for 

energy arbitrage but also achieve load balancing, peak shaving, and frequency regulation[7]. 

The electricity pricing strategy can play an essential role in the power market mechanism and 

significantly impact the application and promotion of intelligent ESS. Currently, the commonly used 
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pricing strategies in the Japanese electricity market include multistage price (MEP) and time of use 

price (TOU). MEP is a charge based on monthly electricity consumption and the unit price increases 

as the electricity consumption increases. TOU determines the electricity price according to different 

periods of electricity consumption. Currently, second-order electricity price is widely used[8]. With 

the continuous development of the electricity market and the close combination of electricity futures 

trading, the real-time electricity price (RTP) mechanism has been adopted by more and more regions 

and countries. The RTP is the development trend of the future power market, which has several 

advantages compared with MEP and TOU, such as adjusting the load curve, improving the 

utilization rate of grid equipment and generation efficiency, and guiding consumers to form 

reasonable electricity consumption patterns [9,10]. Therefore, whether it can be compatible with the 

RTP mechanism to be used in the future is also an essential factor in evaluating an intelligent ESS. 

To sum up, there are the following challenges in applying an energy control system (EMS) to 

the existing Grid-Connected Residential PV-battery system in Japan: Firstly, the electricity demand 

of each residence is affected by the personal living habits of the users. It is impossible to control the 

ESS of each house through a unified model, and independent modeling would significantly increase 

the cost. Secondly, The uncertainty of real-time electricity prices poses a new challenge to the 

scheduling strategy of the intelligent EMS. Since RES's equipment cost is also an essential factor 

hindering its promotion, users' willingness to comply may be further reduced if it can't arbitrage. 

Based on the above challenges, we propose a reinforcement learning (RL) approach to 

managing intelligent EMS. RL is an essential branch of machine learning. It uses an agent to interact 

with the environment constantly, learn valuable knowledge from mass data, and obtain the optimal 

control strategy[11]. In recent years, deep learning technology has injected new vitality into RL. With 

the help of the deep neural network (DNN)[12,13], the RL agent can identify sample features more 

efficiently, which can help to solve complex problems[14]. In addition, traditional control methods, 

such as mixed-integer linear programming, require building the objective function and the 
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mathematical equation of the system's dynamic process. In contrast, the RL avoids the complex 

manual modeling process as a model-free method based on data-driven. Therefore, it is more 

suitable for optimizing the residential hybrid energy system operation. 

The core contribution of this work is the development of state of an art RL agent-based 

controller for cost-effective energy management of the grid-connected residential PV-battery system. 

More specifically, the main achievements of this paper are listed below: 

➢ Although a growing number of RL-based applications have emerged for microgrid 

management, only a few studies have aimed to compare different RL algorithms based on 

actual data. To fill this gap, all data used in the simulations were collected from a real 

Japanese house equipped with a home energy management system (HEMS). We conduct 

experiments to evaluate and compare the performance of three value-based RL algorithms. 

The baseline model uses the strategy used in actual buildings. The result shows that all 

algorithms can reliably reduce the electricity cost, and the D3QN method could 

outperform the other two methods by learning only an 18-month sample. 

➢ To evaluate the optimization effect of these methods in a natural microgrid environment, 

we created a new simulation environment based on a real residential microgrid, including 

all details, such as the charge and discharge efficiency of lithium-ion batteries and the 

energy conversion of transformers and inverters. 

➢ A model-based algorithm is developed for the operational optimization of residential ESS. 

The advantage of this method is that domain knowledge is used in RL model 

configuration to improve data utilization, the exploration scope of the agent is reduced, 

and the data utilization rate is improved. In addition, the RL agent is also used to explore 

the systems that are difficult to model, giving full play to the advantages of the model-

free method. Detailed case analysis and comparison of model-free and model-based 
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implementations of three advanced value-based RL algorithms are presented. We 

evaluated the efficiency of these algorithms in terms of energy cost and proved that the 

efficiency of MB-D3QN is optimal. 

The organization of work is as follows. Section 2 describes the algorithm details of this paper. 

Section 3 outlines the case study, including the detailed models and parameters design. Section 4 

discusses the results of the case study. Finally, section 5 provides this paper's conclusions and future 

outlook. 

5.2 Methodology 

As mentioned in Chapter 2, Reinforcement Learning (RL) algorithms can be classified based 

on various criteria. Firstly, an agent can be categorized as a model-based or a model-free algorithm. 

The model-free approach learns the policy from historical data. At the same time, the model-based 

method requires estimating the environment's transition model to learn the policy based on this 

model [15]. 

Secondly, RL can be divided into two categories: on-policy and off-policy. The on-policy 

approach selects the best option from the current policy, even if it may not be the best choice in the 

overall phase. On the other hand, the off-policy method employs two policies: the behavior policy 

and the target policy. In real-world scenarios where data is difficult to collect and slow to generate, 

such as building energy management systems, the off-policy method can leverage historical data to 

generate an optimal policy to achieve specific goals. In contrast, the on-policy approach has a high 

learning cost characteristic in control systems. Therefore, we choose the off-policy method as the 

main research method in this paper. 

5.2.1 Deep Q Networks (DQN) 

Deep Reinforcement Learning (DRL) is a machine learning technique that combines the 

strengths of deep learning and reinforcement learning. The integration of neural networks enables 
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learning feature representations from deep learning while using reinforcement learning to leverage 

rewards based on interactions with an environment. In environments with finite sets of states and 

actions, a Q-table is commonly used to store the value of states and actions. However, the Q-table 

becomes impractical for infinite sets of states and actions due to the exponential growth of 

dimensions, a phenomenon commonly called the "dimension disaster." 

In 2013, Google Deepmind introduced a variant of the Q-learning algorithm, which was the 

first to successfully apply deep learning to learn control policies from high-dimensional sensory 

inputs. Subsequently, the DQN algorithm was further improved in 2015 by incorporating a replay 

buffer and two neural networks, which helped overcome instability issues observed in previous 

approaches[16]. This advancement in DRL allowed for the achievement of human-level performance 

in six Atari games, demonstrating the potential for DRL in solving complex problems in various 

domains[14] 

The pseudo-code of the DQN algorithm is presented in Algorithm 1. The key idea behind the 

algorithm is to use a replay buffer to save each transition information (such as (𝑠𝑡, 𝑎𝑡, 𝑠𝑡+1, 𝑟𝑡)) in 

a buffer 𝐵 and train the deep Q network using a random batch of 𝑚 transitions sampled from the 

buffer rather than the latest transition to reduce overfitting due to correlated experiences. The neural 

network's memory 𝑅, weight 𝜔, and bias parameters are initialized to initiate training. The agent 

obtains the initial observation of the state 𝑠1 and preprocesses the sequence 𝜓1 = 𝜓(𝑠1). The ε-

greedy policy is used for trial and error. The agent selects the action 𝑎𝑡 with the maximum Q-value 

output by the current Q network and randomly chooses an action within the (1 − 𝜀) possibility 

range. The selected action is then executed, and the reward 𝑟𝑡 is computed, followed by observing 

the next state. The squared error between the target and the predicted value of the neural network is 

then calculated in the loss function, and the parameters of the current neural network are updated 

using the gradient descent method. Following this, the weight is frozen for several time 𝐶 steps and 

replaced by copying the actual Q network weight 𝜔 to stabilize training. 
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Despite its success in many domains, the Deep Q-Network (DQN) algorithm has limitations, 

and one of its primary drawbacks is the overestimation of the Q-value. This overestimation can 

significantly impact the decision accuracy of the DQN algorithm. To address these challenges, 

researchers have proposed a series of improved algorithms for DQN, including Double DQN, 

Dueling DQN, and D3QN. In the next section, we will provide a detailed explanation of how these 

algorithms function. 

5.2.2 Double-Deep Q Networks (DDQN) 

The standard DQN algorithm utilizes the max operator to select and evaluate actions using the 

same Q network. However, this approach is susceptible to selecting overestimated values, as 

described in Ref [14]. To address this issue, Ref [17] proposes the Double DQN (DDQN), which 

decouples the action selected from the activity evaluation. Specifically, the main neural network 

selects the best next action among all available next actions, and the target neural network evaluates 

this action to determine its Q-value. The target Q value is defined as Eq. (5-1). 
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𝑇𝑎𝑟𝑔𝑒𝑡 𝑄 = 𝑟(𝑠𝑡 , 𝑎𝑡) + 𝛾𝑄(𝑠𝑡+1, 𝑚𝑎𝑥𝛼𝑡+1𝑄(𝑠𝑡+1, 𝑎𝑡+1; 𝜃𝑡); 𝜃
′)        (5-1) 

Where, 𝑟(𝑠𝑡, 𝑎𝑡) is reward; 𝛾 is the attenuation coefficient and two Q functions, each with 

different weights, a Q function with weights 𝜃𝑡 to select the action in the argmax while the other 

function with a set of weights 𝜃′ to evaluate the action. 

5.2.3 Dueling Deep Q Networks (Dueling DQN)  

The network architecture of the Dueling DQN is similar to that of the DQN. However, the 

output is computed differently. Specifically, while the DQN outputs the Q-value directly, the 

Dueling DQN network generates two separate functions: the predictive state value function 

𝑉(𝑠𝑡; 𝜃𝑡, 𝛽)  and the relative action advantage function 𝐴(𝑠𝑡, 𝑎𝑡; 𝜃𝑡, 𝛼) . In this context, which 

denotes the value of a state and represents the advantage of action 𝑎 in a given state 𝑠 at time 𝑡.  

The architecture of a Dueling DQN consists of two streams: a value stream and an advantage 

stream. The value stream computes the state-value function, while the advantage stream computes 

the advantage function. These two streams are combined to obtain the final Q-values for each action 

in a given state. Thus, the Q-function can be described as: 

𝑄(𝑠𝑡, 𝑎𝑡) = 𝐴𝜋(𝑠𝑡, 𝑎𝑡) + 𝑉𝜋(𝑠𝑡) (5-2) 

 For the optimal policy 𝑎𝑡+1𝜖𝑄(𝑠𝑡, 𝑎𝑡) , 𝐴(𝑠𝑡, 𝑎𝑡) = 0 , then 𝑄(𝑠𝑡, 𝑎𝑡) = 𝑉𝜋(𝑠𝑡) , and 

Dueling DQN network outputs are described by Eq.(5-3): 

𝑄(𝑠𝑡, 𝑎𝑡; 𝜃𝑡, 𝛼, 𝛽) =  𝑉(𝑠𝑡; 𝜃𝑡, 𝛽) +  𝐴(𝑠𝑡, 𝑎𝑡; 𝜃𝑡, 𝛼)    (5-3) 

Where 𝑄 is the value of the current network, 𝜃𝑡 is Q network parameters, 𝑠 is the current 

state, 𝑎  is the current action, while 𝛼  and 𝛽  the fully connected layer parameters of the two 

streams. 

To solve the problem that is difficult to map from Q values to unique 𝑉(𝑠𝑡; 𝜃𝑡 , 𝛽)  and 

𝐴(𝑠𝑡, 𝑎𝑡; 𝜃𝑡, 𝛼) values, in [59] proposed an approach for making the advantage function estimator 

has zero advantage while making a decision, which can be achieved by subtracting the average 𝐴̅ 
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from the action value, through training 𝑉 and 𝐴 is more effective and robust than the standard 

DQN network structure, the Q function can be expressed as Eq. (5-4): 

𝑄(𝑠𝑡, 𝑎𝑡; 𝜃𝑡, 𝛼, 𝛽) =  𝑉(𝑠𝑡; 𝜃𝑡, 𝛽) + [𝐴(𝑠𝑡, 𝑎𝑡; 𝜃𝑡, 𝛼) −
1

|𝐴|
∑ 𝐴(𝑠𝑡, 𝑎

′; 𝜃𝑡, 𝛼)𝑎′ ] (5-4) 

5.2.4 Dueling Double-Deep Q Networks (D3QN) 

Dueling Double-Deep Q Networks (D3QN) is an extension of the Dueling DQN algorithm that 

combines the advantages of Dueling DQN and Double DQN[18]. In D3QNs, the value stream and 

advantage stream of the Dueling DQN architecture are each implemented with two separate 

networks, resulting in four networks, which allows for a more stable and accurate estimation of the 

Q-values for each action in a given state. This technique can effectively address several 

shortcomings of the DQNs, such as the overestimation problem. Thus, the target Q value of 𝑄 

network 𝑌𝑡
𝐷3𝑄𝑁

 is the same as DDQN, which can be denoted by Eq. (5-1) before and appropriate 

parameters should be trained by minimizing the loss function, which can be expressed as follows: 

𝐿𝐷3𝑄𝑁(𝜃𝑡) = 𝐸[(𝑌𝑡
𝐷3𝑄𝑁 − 𝑄𝑡(𝑠𝑡, 𝑎

′; 𝜃𝑡, 𝛼, 𝛽))
2
]    (5-5) 

 D3QN updates the training parameters 𝜃𝑡  of the Q network with stochastic gradient 

descent and copies 𝜃𝑡 to the target network's parameters at every fixed step. Update parameters in 

the training process can be formulated as follows: 

 𝜃𝑡+1 = 𝜃𝑡 + 𝛼 ∗ 𝐸[(𝑌𝑡
𝐷3𝑄𝑁 − 𝑄𝑡(𝑠𝑡, 𝑎

′; 𝜃𝑡, 𝛼, 𝛽)) ∗
∂𝑄𝑡(𝑠𝑡,𝑎

′;𝜃𝑡,𝛼,𝛽)

∂θt
]     (5-6) 

Additionally, D3QNs use prioritized experience replay, which prioritizes important 

experiences for replay based on their TD error, improving the algorithm's learning efficiency and 

convergence speed. 
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5.3 Reinforcement Learning-based Energy Storage Scheduling System  

This section formulates the optimal energy storage scheduling problem of the grid-Connected 

Residential PV-battery system based on MDP(Markov decision process), including the complete 

method and parameters design used in the simulation experiment. Fig. 5-1 shows the microgrid's 

energy storage scheduling decision control process based on reinforcement learning. The RL 

objective of this experiment is to obtain the optimal energy storage scheduling strategy. The actions 

of the energy storage system will be the decision variables, and the agent will constantly learn 

interactively with its environment to adjust and improve the agent's behavior during this process. 

Table 1 summarizes the RL terminology that will be used in subsequent chapters.     

Fig. 5-1 The energy storage scheduling decision control process 

5.3.1 Baseline control model 

To ensure the stability and security of the energy storage system, the energy storage scheduling 

strategy made by the RL agent must meet the physical constraints of batteries. The battery model 

parameters used in the simulation are shown in Table 5-1, which are based on the user questionnaire 

statistics. Battery operation modes include charging and discharging activities, which can be 

expressed by a mathematical equation as follows:   
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𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑡+1 =

{
 
 

 
 𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦

𝑡 + 𝜂𝑐ℎ𝑎 ∗ 𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑡 ∗ 𝛥𝑡    𝑖𝑓 𝑐ℎ𝑎𝑟𝑔𝑒

𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑡 +

𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑡 ∗𝛥𝑡

𝜂𝑑𝑖𝑠𝑠𝑐ℎ𝑎
          𝑖𝑓 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑡                                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         (5-7) 

Where, 𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑡   denotes the state of battery storage; 𝑡  denotes the current time point;  

𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑡  >0 refers to charge capacity, 𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦

𝑡 <0 refers to discharge capacity;  𝜂𝑐ℎ𝑎 denotes the 

charge efficiency and 𝜂𝑑𝑖𝑠𝑠𝑐ℎ𝑎 denotes the discharge efficiency.   

Table 5-1 The battery parameters in simulation. 

Parameter Values 

Battery storage capacity 5.6 kWh 

Battery efficiency 90% 

Battery charging/discharging rate 2kW 

SoC (State of charge) 20%~95% 

In addition, the battery model must observe the battery capacity constraints and power charge/ 

discharge rate constraints.  The constraint values in this simulation are all taken from the actual 

customer data, and to simplify the model, a fixed charge-discharge rate is used in this simulation. If 

the maximum battery capacity is 𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑚𝑎𝑥   and the minimum is 𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦

𝑚𝑖𝑛  , the battery capacity 

constraint can be expressed as : 

                                               𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑚𝑖𝑛 ≤ 𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦

𝑡 ≤ 𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦
𝑚𝑎𝑥     (5-8) 

The scheduling model of the microgrid is established based on the power balance formula, 

which can be expressed as:   

𝑃𝑔𝑖𝑟𝑑
𝑡 = 𝑃𝑙𝑜𝑎𝑑

𝑡 − 𝑃𝑃𝑉
𝑡 + 𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦

𝑡              (5-9) 

Where 𝑃𝑔𝑖𝑟𝑑
𝑡  is the amount of electricity purchased or sold to the public grid at the time t; 𝑃𝑙𝑜𝑎𝑑

𝑡  

is the electricity consumption at time t; 𝑃𝑃𝑉
𝑡  is the PV generation at time T;  𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦

𝑡  is the charge 

or discharge amount of the battery at time t. According to the power balance formula, the baseline 

control strategy of the microgrid can be summarized as follows: if the amount of PV generated 

exceeds the user's electricity demand, the system preferentially stores excess power in the battery, 
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and the remaining PV will be sold back to the public grid, thereby reducing the cost of electricity. 

Conversely, if the PV generation fails to meet the user's electricity demand, the battery will discharge, 

providing additional power to reduce the amount of electricity purchased from the public grid. 

Therefore, the battery is not only used to improve the PV dissipation rate but also can effectively 

reduce the grid's peak load in this system. It should be noted that to ensure the local consumption of 

PV generation, the scheduling model had forbidden the battery from actively selling electricity to 

the grid for arbitrage. In other words, the cost-effective optimization in this paper is mainly based 

on the accurate allocation of the PV generation rather than simple arbitrage. 

The model-based RL method adopted in this study aims to optimize the baseline model using 

the strategies learned from the data rather than learning a new set of scheduling rules. It means all 

the proposed RL models will also interact with the environment under the rule of the Baseline 

control model. That is, the battery performs the action selected by the agent only after the agent 

determines whether the above conditions for charging and discharging are met. In this model-based 

RL approach, the agent can use the known rules of the baseline control model for fast and efficient 

learning, avoiding many unnecessary exploration actions, such as exceeding the battery capacity 

constraints, frequent selling PV generation to the public grid in pursuit of arbitrage, or other idle 

behaviors. It means that we can limit and narrow the exploration scope of agents according to the 

baseline model, thus reducing the number of trials and errors of agents and improving the utilization 

of training samples. 

5.3.2 Model-based RL application 

To solve the sequential decision-making problem with RL, we need to ensure that the decision 

process meets the Markov feature, and the decision process must be modeled as MDP. The MDP 

can be represented by a tuple (𝑆, 𝐴, 𝑝, 𝑅, 𝛾), where 𝑆 denotes a state-space, 𝐴 denotes an action-

space, 𝑝 denotes the state transition probability, 𝑅 denotes the reward function, and 𝛾 denotes the 

discount factor which is used to calculate the cumulative reward. The rest of this section will 
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expound on How the states, actions, and rewards are set up for this study. 

5.3.2.1 States 

The states in the proposed system not only represent the current state of the microgrid but also 

provide a mathematical description of the environment. The state variables also offer valuable 

information for scheduling and managing the microgrid at each time slot. Given the clear periodicity 

of PV generation, electricity load, and real-time electricity price in time series data, a 24-step (24h) 

sliding time window was designed to enable the agent to learn their inherent potential rules. 

Specifically, the values of these three features within 24 hours were observed respectively, and the 

list is padded with zeros if there are less than 24 hours of data available. As a result, the agent has 

seventy-six observations available in the proposed system: 𝑠𝑡
𝑝𝑣

(the PV generation data within 24 

hours),  𝑠𝑡
𝑙𝑜𝑎𝑑(the electricity load data within 24 hours), 𝑠𝑡

𝑝𝑟𝑖𝑐𝑒
(the real-time electricity price data 

within 24 hours), as well as 𝑠𝑡
ℎ𝑜𝑢𝑟(the day's hour), 𝑠𝑡

𝑚𝑜𝑛𝑡ℎ(the year's month), and 𝑠𝑡
𝑡𝑒𝑚𝑝

(the outdoor 

temperature). The state space of proxy observation can be expressed as: 

𝑆=[ 𝑠𝑡−23
𝑝𝑣

,… 𝑠𝑡
𝑝𝑣
, 𝑠𝑡−23

𝑙𝑜𝑎𝑑 ,… 𝑠𝑡
𝑙𝑜𝑎𝑑, 𝑠𝑡−23

𝑝𝑟𝑖𝑐𝑒,… 𝑠𝑡
𝑝𝑟𝑖𝑐𝑒, 𝑠𝑡

ℎ𝑜𝑢𝑟, 𝑠𝑡
𝑚𝑜𝑛𝑡ℎ, 𝑠𝑡

𝑡𝑒𝑚𝑝]       (5-10) 

To improve the training stability of the neural network, we normalized the observed data in the 

preprocessing stage and normalized the value of each variable to the range of [0,1] 

5.3.2.2 Actions 

The RL agent in the proposed system takes discrete actions at each time step. The reason for 

adopting discrete action is that all the reinforcement learning algorithms used in this study are value-

based, which only support the discrete action spaces[19]. As a result, we discretize the battery charge 

and discharge power control actions. The battery control employs a proportional switch control in 

the range of -1 to 1, where a negative sign indicates battery discharge and a positive sign indicates 

charging. Subsequently, the continuous action space of [-1,1] will be discrete as [- 1, 0.8, 0.6, 0.4, 
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0.2, 0,0.2, 0.4, 0.6, 0.8, 1], then it will be remapped into eleven discrete actions of 0 to 10 in the 

reinforcement learning environment. The action space used in this study can be expressed as: 

𝐴 =[−1,−0.8,−0.6,−0.4,−0.2, 0, 0.2, 0.4, 0.6, 0.8, 1]               (5-11) 

5.3.2.3 Reward 

The heart of reinforcement learning is to maximize the value of the reward function, which 

represents the reinforcement values. The control goal of the system usually determines the reward 

function. The optimization objective studied in this paper aims to minimize the customer's electricity 

costs. Combining the energy balance Eq. (5-9) and the constraint condition Eq. (5-8), The reward at 

each step is: 

𝑅 = −(𝑎 ∗
1

(𝑇+1)
∫ (𝑃𝑔𝑖𝑟𝑑(𝑡) ∗ 𝐶𝑔𝑖𝑟𝑑(𝑡) − 𝑃𝑠𝑒𝑙𝑙(𝑡) ∗ 𝐶𝑠𝑒𝑙𝑙) ⅆ𝑡) + 𝑘𝑝𝑢𝑛𝑖𝑠ℎ
𝑇

𝑡=0
    (5-11) 

The first part of the formula is the average power consumption of each time slot during the 

period of 0~T, Where 𝑎 denotes the reward factor, which is a fixed constant that regulates orders 

of magnitude, 𝑃𝑔𝑖𝑟𝑑(𝑡) denotes the electricity purchased from the public grid by the system at time 

𝑡, and 𝐶𝑔𝑖𝑟𝑑(𝑡) denotes the real-time electricity price at time 𝑡;𝑃𝑠𝑒𝑙𝑙(𝑡) denotes the electricity sold 

by the system to the public grid at time 𝑡, and 𝐶𝑠𝑒𝑙𝑙 denotes the feed-in tariff. The formula's second 

part is the constraint condition's punishment factor. Since the goal of RL is to maximize the reward 

function, we need to precede this part with a minus sign. 𝑘𝑝𝑢𝑛𝑖𝑠ℎ indicates the battery capacity 

constraint punishment. It means when the constraint (the SoC value (20%~95%) shown in table2) 

is satisfied, 𝑘𝑝𝑢𝑛𝑖𝑠ℎ = 0; if the constraint is not satisfied, 𝑘𝑝𝑢𝑛𝑖𝑠ℎ is a very large negative constant.   

5.3.3 Experimental setting 

5.3.3.1 Implementation Details 

Since the ultimate goal of this study is to solve the operational optimization problem of ESS in 

javascript:;
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practical applications, all the cases in this experiment were optimized hour by the hour using the 

actual measured hourly data set. The training set used in this experiment is hourly data from April 

1, 2017, to September 30, 2018, and the test data includes hourly data from October 1, 2018, to 

September 30, 2019. To verify the optimization effects of various RL algorithms under the model-

based framework, the authors designed four different types of optimization algorithms in the 

experiments: 

⚫ M.0 (baseline control): The actual operating state of the system, which is the scheduling 

model described in Section 5.3.1. 

⚫ M.1 (MB-Q-learning): M.1 used the Q-learning algorithm based on the model-based 

framework proposed in this paper. The Q-learning algorithm is chosen for comparison 

since it is the most basic value-based algorithm.  

⚫ M.2 (MB-DQN): M.2 used the DQN algorithm based on the model-based framework 

proposed in this paper. 

⚫ M.3 (MB-D3QN): M.3 used the D3QN algorithm based on the model-based framework 

proposed in this paper. To compare with the M.2 model, M.2 and M.3 use the same 

hyperparameter Settings. 

⚫ M.4 (MF-D3QN): To ascertain the efficacy of the model-based framework proposed in 

this study, we conducted a comparative verification using a model-free D3QN algorithm. 

M.4 was designed with identical hyperparameters to M.3. However, its training process 

was solely based on a model-free environment. 

5.3.3.2 Training Setting 

The simulation environment in this paper is based on the OpenAI Gym framework, and the 
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neural network algorithm was implemented by Pytorch. To make a fair comparison, each algorithm 

adopts the same Agent Hyperparameters and neural network structure. The details on the 

hyperparameters in the training process are listed in Table 5-2. The setting of the learning rate 

(0.0002) is selected by the author through several experiments and experiences. Each experiment 

uses different seed generators five times to take the average value, and each episode is iterated 200 

times with 365×24 steps. 

Table 5-2 Hyperparameters of the DQN[20,21] 

Structures Hyperparameters Values 

Evaluation network Learning rate 0.0002 

Discount factor 0.99 

Greedy policy 0.1 

Activation function ReLU 

Optimizer Adam 

 Batch size 64 

Target network N 256 

5.3.3.3 Performance Metrics 

The main objective of the algorithms proposed in this paper is to obtain the maximum operating 

income under the condition of real-time electricity prices.  Therefore, this paper mainly evaluates 

the performance of the algorithms based on their annual cost (𝑐𝑎), monthly cost (𝑐𝑚) and monthly 

PV self-consumption ratio(X), which calculation formulas are shown in Eq.(5-12) and Eq.(5-13). In 

addition, Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and R-Square Value 

(R2_SCORE) are used as indicators of the evaluation model, which were calculated according to 

Equ. 错误!未找到引用源。, 错误!未找到引用源。, and 错误!未找到引用源。. The 𝑦𝑖 denotes 

the real observations, 𝑦̅𝑖 denotes the average of the observed value, 𝑦̃𝑖 denotes the predicted value, 

N denotes the number of test samples. 

𝑐𝑎 = ∫ (𝑃𝑔𝑖𝑟𝑑(𝑡) ∗ 𝐶𝑔𝑖𝑟𝑑(𝑡) − 𝑃𝑠𝑒𝑙𝑙(𝑡) ∗ 𝐶𝑠𝑒𝑙𝑙) ⅆ𝑡
8759

𝑡=0
       (5-12) 
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    𝑐𝑚 = ∫ (𝑃𝑔𝑖𝑟𝑑(𝑡) ∗ 𝐶𝑔𝑖𝑟𝑑(𝑡) − 𝑃𝑠𝑒𝑙𝑙(𝑡) ∗ 𝐶𝑠𝑒𝑙𝑙) ⅆ𝑡
𝑇

𝑡=0
       (5-13) 

 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦̃𝑖)2
𝑛
𝑖=1      (5-14) 

 𝑀𝐴𝐸 =
1

𝑁
∑ |𝑦𝑖 − 𝑦̃𝑖|
𝑁
𝑖=1          (5-15) 

 𝑅2 = 1 −
𝛴ⅈ=1
𝑛 (𝑦𝑖−𝑦𝑖̃)

2

𝛴ⅈ=1
𝑛 (𝑦𝑖−𝑦̅𝑖)

2          (5-16) 

The 8759 in Eq.( 5-12) is the number of hours in a year;  The 𝑇 in Eq.( 5-13) denotes the 

number of hours in the target month.   

5.4 Result and Discussion 

Section 5 of this study details the simulation methodology employed, which primarily utilized 

the RL algorithms outlined in Section 3 to achieve cost-effective optimization of the microgrid 

environment described in Section 2. This section aims to provide a summary of the simulation 

experiment's outcomes. Firstly, we will present an overview of the performance of the five 

mentioned algorithms in the test set. Secondly, to evaluate the optimization capabilities of the 

proposed algorithms in greater detail, we will analyze energy scheduling scenarios on a typical week 

generated by the agents. Finally, we will discuss the implications of these findings. 

5.4.1 Cost-effective Optimization Analysis 

Table 5-3 presents the energy consumption of the scenarios utilizing different algorithms in the 

evaluation data and the actual consumption of the system. All model-based RL models achieved 

cost-benefit optimization; further analysis showed that the model-based Q-Learning, DQN, and 

D3QN reduced costs by 1.14%, 7.49%, and 11.27% compared to the baseline model, respectively, 

with actual consumption in these twelve months, which indicates that the model-based methods’ 

ability to acquire experience from a limited dataset is superior to that of the model-free methods. 

Besides, the model-free D3QN does not achieve the optimization goal, which means the traditional 
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model-free methods cannot learn optimal control strategies from a limited dataset in this scenario. 

Comparing the Root Mean Square Error (RMSE) of the monthly cost of the three RL models with 

the baseline model shows that the MB-D3QN model demonstrated the most significant cost 

fluctuation compared to the baseline model, which indicates that the MB-D3QN scheduling mode 

experienced significant changes when compared to the baseline model. Furthermore, the MB-D3QN 

algorithm achieved superior optimization effects compared to MB-DQN. The former reduced the 

overall cost by 4.09% compared to the latter, proving that D3QN can effectively overcome the 

shortcomings of DQN. The detailed comparison of the annual cost of the five models is shown in 

Fig. 5-2.  

Table 5-3 The monthly cost results. 

Month M.1(Yen) M.2(Yen) M.3(Yen) M.4(Yen) M.0(Yen) 

Jan 23105.95  21653.43  21536.78  22715.46  22675.48  

Feb 19670.69  18384.27  18126.05  19424.70  19122.73  

Mar 2159.84  1358.11  1799.84  2245.94  2202.35  

Apr -1275.11  -2282.75  -1996.41  -1260.73  -1352.73  

May -2258.36  -2472.63  -2593.28  -2134.72  -2081.50  

Jun -4481.23  -4458.57  -4706.14  -4162.99  -4077.52  

Jul -726.42  -933.86  -1098.56  -302.45  -478.20  

Aug 1495.27  1412.51  1352.54  2013.29  1806.39  

Sep 579.74  604.34  412.86  1203.74  906.54  

Oct -1150.95  -926.36  -1113.40  -318.42  -795.48  

Nov 9121.12  9654.36  8883.95  9512.72  9121.54  

Dec 16226.86  16465.47  15463.64  16240.30  16139.36  

total 62467.41  58458.31  56067.88  65176.84  63188.98  

AVG 5205.62  4871.53  4672.32  5431.40  5265.75  

RMSE 300.95  600.50  643.69  10335.08  NA  

MAE 250.72  537.38  593.42  188.77  NA 
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Fig. 5-2 The annual cost comparison 

Further analysis shows that the cost savings of M1, M2, and M3 in the cooling season are -

1065.51(Yen), 901.59(Yen), and 3048.69(Yen), respectively; In the heating season, the cost savings 

are 1289.85(Yen), 1532.79(Yen) and 2196.51(Yen); In the transition season, the cost savings is 

497.22(Yen), 2296.27(Yen) and 1875.89(Yen), the details are shown in Fig. 5-3. We can observe 

that both MB-D3QN and MB-DQN can achieve cost optimization in all three seasons. However, 

MF-D3QN failed to achieve the optimization target in all three seasons, and MB-QL failed in the 

heating season. It shows that the optimization effect of MB-D3QN is the best in the cooling and 

heating seasons, while MB-DQN achieves the best optimization effect in the transition season. In 

the cooling season, the cost of M.3 was reduced by 4.54% compared to the baseline model, and M.2 

was only 1.34%, with no optimization effect achieved in M.1. 

 It should be noted that M.1 and M.2 cannot achieve cost-effective optimization in some winter 
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months. We suspected that this phenomenon was associated with the distribution of test samples. 

As seen in Fig. 3-7, the PV generation is less than the electricity load from November to March of 

the following year. The monthly average real-time electricity price in these five months is 

significantly higher than the feed-in tariff. Since the agents mainly realize cost-effective 

optimization by improving the photovoltaic absorption rate, it is challenging to produce optimized 

samples under the condition that the total amount of PV generation is less than the electricity 

demand. Even if some individual operations can be implemented, they are constrained and cannot 

be learned by the agent. This also indicates that the ratio of PV generation to electricity load and the 

monthly average real-time electricity price are two important factors affecting the model's efficiency. 

Fig. 5-3 The seasonal cost-saving comparison 

5.4.2 Visualization analysis of optimization results 

5.4.2.1 Comparison of model-based methods  

To analyze the characteristics of the actions of these three model-based methods in typical 

working periods and whether the actions are optimal, we selected three random weeks in the mid-

javascript:;
javascript:;
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season, the cooling season, and the heating season for specific research, and the results are shown 

in Table 5-4. It can be seen from Table 5-4 that compared with the baseline model, the cost of Q-

learning in these three seasons is reduced by 16.13(Yen), 76.98(Yen), and -3.67(Yen), respectively; 

DQN decreased by 143.16(Yen), 137.53(Yen) and -12.42(Yen), respectively; D3QN decreased by 

164.64(Yen), 163.09(Yen) and 148.88(Yen), respectively. 

Table 5-4 The comparison of weekly costs 

Date M.1 (Yen)  M.2(Yen) M.3 (Yen) M.0 ( Yen) 

4.1-4.7 483.95 356.92 335.44 500.08 

7.1-7.7 -39.02 -99.57 -125.13 37.96 

12.1-12.7 1181.9 1190.65 1029.35 1178.23 

Fig.5-4 illustrates the regulation effects of the three model-based methods during typical 

weeks of the transition season. The MB-D3QN algorithm achieved the best optimization 

performance among the three model-based algorithms. The SOC curves of the three methods have 

been significantly optimized and adjusted compared to the baseline model, indicating that the three 

methods can effectively obtain efficient regulation strategies from the training set. While all three 

methods achieved their optimization goals during this season, it is evident that the optimization 

strategy of Q-learning and DQN went awry on April 2 and April 4, indicating that the stability of 

Q-learning and DQN is not robust. This is likely due to the overestimation of the Q value, leading 

to lower accuracy compared to D3QN when processing a large number of observation states. 

Furthermore, it is worth noting that despite the lack of a cyclical pattern in the fluctuation of RTP 

and power demand during the transition season, both DQN and D3QN demonstrate strong 

optimization performance, which suggests that these algorithms possess inherent strengths in 
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handling such scenarios. 

Fig. 5-4 One-week simulation results of SoC for PV-battery system: Simulation results of the 

transition season 
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Next, we analyze the detailed control results of the three model-based optimization strategies 

on April 3, a transition season day. As shown in Fig. 5-5, the charging rate of the three strategies 

decreases between 8 a.m. and 12 a.m., which can be attributed to the fact that the RTP is rising from 

the trough to the peak during this period, and the power demand is relatively low. Consequently, 

selling as much photovoltaic power as possible to the public grid under the full battery is a wise 

choice. Another noteworthy phenomenon is that all three optimization models reduce discharge 

power from 16:00 to 22:00 to achieve delayed discharge. The high RTP levels can explain this from 

18:00 to 22:00, and the peak demand occurs at 23:00. Storing electricity for the upcoming high 

consumption period is an effective way to optimize cost in this scenario. 

Fig. 5-5 Simulation results of the PV-battery system for one day: Simulation results for one 

day in transition season 
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Fig. 5-6 displays the control performances of the three model-based techniques during typical 

weeks of cooling season. According to Table 5-4, all three methods have achieved their optimization 

objectives, with D3QN obtaining the best optimization effect. Compared to the transition season, 

the RTP and power demand patterns during the cooling season exhibit greater periodicity. As a result, 

the efficacy of the three optimization methods has been enhanced, and the control strategies tend to 

be similar. However, the Q-learning method failed again on April 2, suggesting that the stability of 

this method is not ideal. Moreover, on April 2, the strategies employed by DQN and D3QN appeared 

to be significantly distinct. 

Fig. 5-6 One-week simulation results of SoC for PV-battery system: Simulation results of the 

cooling season 

A detailed analysis of the optimization strategies of the three models on April 2 is presented in 

Fig. 5-7. It is observed that during the low RTP period from 6:00 to 12:00, all three models chose 

to decrease charging power to sell as much PV generation to the public grid as possible. However, 

Q-learning made an erroneous decision by excessively selling PV generation and missing the 

charging period, resulting in an incomplete battery charge. From 13:00 to 15:00, the baseline model 

began battery discharge at 13:00. In contrast, the three optimization models accurately predicted the 
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peak demand and rising trend of RTP at 15:00 and decided to retain power. From 16:00 to 22:00, all 

three models reduced discharge power according to the rising trend of RTP. However, Q-learning 

and DQN were suboptimal as they released most of the power before the RTP peak at 19:00, 

resulting in inferior optimization compared to DDQN. The actions above demonstrate that D3QN 

has a clear advantage in the cooling season when data periodicities are noticeable, whose action 

selection is more scientific and intelligent. 

Fig. 5-7 Simulation results of the PV-battery system for one day: Simulation results for one 

day in the cooling season 

The effects of the three model-based methods on regulation during typical weeks of the heating 

season are presented in Fig. 5-8. It is observed that the distribution of RTP and power demand curves 
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during the heating season is similar to that of the transition season. However, on December 1 and 4, 

Q-learning and DQN exhibited errors in their regulation strategies, while D3QN exhibited relatively 

stable performance. It suggests that D3QN can make accurate decisions based on learned empirical 

knowledge even when the regularity of observed values weakens in a given scenario. 
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Fig. 5-8 One-week simulation results of SoC for PV-battery system: Simulation results of the 

heating season 

Fig. 5-9 Simulation results of the PV-battery system for one day: Simulation results for one 

day in the heating season 



CHAPTER FIVE:  OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING VALUE-BASED 

REINFORCEMENT LEARNING 

5-27 

In addition, it can be seen from Fig. 5-9 that the optimization strategies of the three methods 

are similar to the previous analysis, which can be summarized as follows :(1) When charging if the 

RTP is low, the charging rate should be appropriately reduced to obtain profits through selling PV 

generation to the grid. (2) When discharging, it will determine the discharge power according to 

RTP trends. When the RTP is low, and its increasing trend is slow, it will choose to reserve the power 

for the time point of high electricity price that may come in the future. As above analysis, these three 

RL agents have all learned the above rules, except for the difference in action accuracy.  

5.4.2.2 Comparison of model-based and model-free algorithms  

To assess the effectiveness of the model-based RL framework proposed in this study, we 

compared the performance of D3QN based on this framework with that of traditional model-free 

D3QN on the same verification set, using identical hyperparameters and experimental methods. The 

results for the entire year are presented in Table 5-3. Evidently, the model-free D3QN method did 

not perform well and failed to achieve the optimization objective throughout the year, except in May 

and June. To further understand the differences in regulation strategies between the two methods, 

we conducted statistical and visual analyses on typical weeks in the three seasons. The detailed cost 

statistics are presented in Table 5-5: 

Table 5-5 The comparison of weekly costs 

Date M.3 (Yen) M.4 (Yen) M.0 ( Yen) 

4.1-4.7 335.44 535.49 500.08 

7.1-7.7 -125.13 116.31 37.96 

12.1-12.7 1029.35 1279.45 1178.23 

Fig. 5-9 compares the regulation effects of models M.3 and M.4 during typical weeks of the 

transition season. The figure demonstrates that the disparity between the regulation curves of M.3 

and M.4 is primarily manifested in the discharge stage. A detailed analysis reveals that M.4 can 
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anticipate the occurrence of RTP or peak power demand in the future and, therefore, reserves power 

for this purpose. However, M.4's judgment regarding the discharge power and time is erroneous, as 

it fails to identify the optimal discharge period, such as the time intervals of 20h to 28h and 72h to 

80h, which is primarily attributed to the model's inaccurate peak judgment time and excessive power 

retention. 

 

Fig. 5-9 Comparison of one-week simulation results between M.3 and M.4: Simulation 

results of the transition season 

Fig. 5-10 compares the control effects of M.3 and M.4 in a typical week of the cooling season. 

As mentioned in Section 5.4.2.1, the distribution of RTP and power demand during the refrigeration 

season exhibits clear periodicity, making the optimization effect of M.3 in this period the best 

throughout the year. However, the performance of M.4 during this period is still poor due to the 

inaccurate time point of peak value judgment. Specifically, M.4 exhibits early discharge before the 

peak (e.g., 32h to 40h and 82h to 90h) and over-retention, missing the optimal discharge time (e.g., 

116h to 124h and 160h to 168h). These results suggest that the improvement in data quality has a 
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negligible impact on the performance of M.4 in the case of small sample sizes. 

 

Fig. 5-10 Comparison of one-week simulation results between M.3 and M.4: Simulation 

results of the cooling season 

Fig. 5-11 shows the comparison of the regulation effects of M.3 and M.4 in a typical week of 

the heating season. The distribution of RTP and demand in the heating season is similar to that in 

the transition season, both of which lack periodic rules. In this scenario, M.3 exhibits stable 

optimization of the battery's action, while M.4's performance remains similar to the transition 

season's. It tends to over-reserve the power and miss the optimal discharge time (for example, 32h 

to 40h and 62h to 70h) and even makes a mistake in the charging time selection on December 1. 

These observations suggest that when the sample data quality declines, M.4 tends to overestimate 

the future Q value, leading to excessive “over-reserve” action. 
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Fig. 5-11 Comparison of one-week simulation results between M.3 and M.4: Simulation 

results of the heating season 

 

Fig. 5-9 Comparison of one-day simulation results between M.3 and M.4 

Fig. 5-12 provides a detailed comparison of daily control effects. In conclusion, the proposed 

hybrid model-based RL method exhibits significant advantages over traditional model-free RL 

methods when trained on half of the data from one year. Due to the limited number of data samples, 

the model-free RL method struggles to acquire sufficient empirical knowledge. Conversely, the 

model-based hybrid RL method can leverage inherited knowledge and experience from the battery 
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model, thereby reducing the need for wasteful exploration and improving the utilization of data 

samples. As such, it is better suited for applications in such scenarios. 

5.4.3 Improvements 

Potential improvement could be made by adopting a more scientific real-time electricity price 

simulation method. In this experiment, the simulated RTP fluctuates wildly while the actual 

application RTP fluctuates less violently. However, since we focused on the performance of the RL 

agent under real-time electricity price in this case study, the real-time electricity price simulated by 

spot price can also provide a reasonable electricity price curve, and its correlation is sufficient.    

5.5 Conclusion 

This paper presents a model-based RL controller using the D3QN algorithm for cost-effective 

energy management of the grid-connected residential PV-battery system. In addition, we designed 

a new reward function for the optimization goal of reducing energy costs and ensuring the local 

absorption rate of PV generation. Results compared and analyzed the performance of Q-learning, 

DQN, and D3QN agents in optimizing the scheduling strategy of the residential PV-battery system 

based on real-world monitored data and real-time electricity price. The experimental results proved 

the effectiveness of the reward function design, and both DQN and D3QN algorithms can reduce 

the energy cost when the PV self-consumption ratio is higher than the baseline model. The case 

analysis based on the measured data also proves that the MB-D3QN algorithm provides a more 

efficient scheduling strategy. Compared to the baseline model, it reduces the annual electricity cost 

by 11.27%. According to the analysis of cost-effectiveness and influencing factors, it could be 

concluded that the optimization effect of the MB-D3QN method was mainly affected by the 

difference between the average PV generation and average load and then by the average RTP. The 

analysis of the Soc control effect proves that MB-D3QN can intelligently judge the future load and 

electricity price peak and take reasonable charge and discharge action. The comparison between the 
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model-based D3QN method and the model-free D3QN method shows that the model-based 

approach proposed in this study can significantly improve sample utilization and effectively learn 

empirical knowledge from limited small sample data. Additionally, it can develop more scientific 

strategies compared to the model-free method. This further supports the superiority of the model-

based approach in the design and control of energy storage systems, which presents a promising 

practical application potential. 

Future research will focus on optimizing the reward function's design and try to add other 

control objectives(such as heat pump or air conditioner) to achieve multi-objective optimization of 

the energy system[22]. Secondly, we should continue improving the model's robustness to be applied 

to other zero-energy houses[23]. In addition, we will predict PV generation, electricity load, and 

electricity price using the LSTM network and try to add these predicted values into the agent as 

observations to see how it affects the accuracy of the actions. 
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6.1 Introduction  

In recent years, owing to the rapid development of industrialization and urbanization, the global 

energy demand has risen sharply, which has brought severe challenges to mitigate climate change. 

Since building energy consumption accounts for about 40% of global energy consumption[1], 

increasing the proportion of renewable energy sources(RES) to reduce building energy consumption 

has become a research hotspot[2]. Since photovoltaic(PV) technology has the advantages of excellent 

cost and convenient deployment, making it one of the most widely used RES[3]. For example, the 

Japanese government has introduced a series of incentive policies for applying RES[4]. Consequently, 

more and more households in Japan are opting for the household multi-energy system (HMES)[5], 

which integrates electricity, natural gas, and renewable energy sources (such as photovoltaic and 

wind power) as energy sources. As a bidirectional grid-connected energy system, HMES can meet 

multiple load demands of users and sell excess renewable energy to the grid, reducing household 

energy payment costs[6]. Therefore, the HMES integrating RES undoubtedly has significant research 

value and application potential. 

However, due to the multiple uncertainties in the application of the HMES, the energy 

scheduling of the system faces significant challenges. Firstly, renewable energy production is greatly 

affected by environmental factors (such as weather conditions)and has strong intermittency and 

uncertainty. Secondly, with the development of the electricity market, many countries have adopted 

the real-time electricity price (RTP)[7], which is also highly uncertain due to the fluctuations of the 

electricity futures trading price. Third, for residential customers, the differences in living habits and 

rapid electrification will also lead to the uncertainty of electricity demand. The energy storage 

system (ESS) is an effective approach to deal with these uncertainties[8]. The ESS can not only 

effectively alleviate the instability caused by the fluctuation of renewable energy but also optimize 

the economy of the energy system according to the dynamic information of energy prices, and the 
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grid-connected residential photovoltaic-battery system based on HMES has become Japan's fastest-

growing renewable energy technology[6]. It should be noted that although the ESS has the above 

advantages, it also increases the system cost and the complexity of system optimization[9].  

The primary objective of ESS management is to ensure the economical and efficient operation 

of microgrids and to optimize energy scheduling. Numerous studies have been conducted on 

controlling energy storage systems, including classical optimization methods, heuristic optimization 

methods, reinforcement learning methods, and others. While classical optimization methods, such 

as mixed integer linear programming[10], dynamic programming[11], and stochastic linear 

programming[12], are well-suited for solving sequential optimization problems, they have certain 

limitations. One of the major drawbacks of these methods is that each iteration requires restarting, 

which involves significant computational resources and cannot facilitate real-time decision-

making[13]. In addition, these methods cannot predict the many uncertainties in the system because 

they do not include domain-specific knowledge and cannot use historical data or model predictions.  

Prediction can be an important component of DRL in many cases. Currently, two approaches 

exist for integrating predictions into DRL. The first approach involves training a prediction model 

using supervised or unsupervised learning techniques to predict future states, which can then inform 

the agent's decision-making process. The second approach involves incorporating future predictions 

into a value function, which estimates the expected cumulative return of taking a particular action 

while in a given state to inform the agent's decision-making process further. While both approaches 

have their merits, the first is the most commonly used. The authors in[14] proposed a novel approach 

for energy management in HVAC systems using deep reinforcement learning based on multi-step 

prediction. Specifically, the proposed algorithm integrates LSTM prediction of outdoor temperature 

with DDPG to dynamically adjust the output power of HVAC systems based on RTP. The simulation 

results show that the proposed method can achieve significant cost savings of more than 12% while 

maintaining user comfort levels. Duo Yang et al.[15] proposed a novel approach to energy 
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management using reinforcement learning, which includes a real-time driving speed prediction 

method and a power allocation method based on RL. The experimental results demonstrated that 

the proposed EMS could significantly reduce the life decay rate of fuel cells while increasing fuel 

economy by 6%. Dian Zhuang et al.[16] proposed a novel data-driven predictive control method for 

optimizing the energy consumption and thermal comfort of HVAC systems. The proposed method 

integrates a reinforcement learning (RL) agent with 16-time series prediction models based on 

CNNs and LSTM. The authors evaluated the 16 prediction models under various scenarios and 

selected the optimal model for integration with the RL agent. Fang Liu et al.[17] proposed a novel 

data-driven strategy for wind ESS management, which involves leveraging LSTM to develop a 

power prediction model that quantifies wind power uncertainties and uses RL to solve energy 

storage management problems. Experimental results demonstrate that this method can significantly 

reduce daily transaction and wear costs, making it an effective and practical solution for wind energy 

storage management. In the above examples, prediction is used to augment the agent's decision-

making process by providing additional information about the future state of the environment. This 

information can help the agent make more informed decisions and improve performance. 

Based on the above-reviewed work, the contributions of this study can be summarized as 

follows: 

⚫ We adopted an existing grid-connected residential photovoltaic-battery system’s data as 

the research object. We used an RL-based approach to optimize the system's operation, 

including reducing energy costs while maintaining the renewable energy self-

consumption ratio within a predetermined range. Therefore, we designed a new reward 

function to achieve these goals and proved its effectiveness through experiments. 

⚫ A model-based Twin Delayed Deep Deterministic Policy Gradients(MB-TD3) algorithm 

considering real-time prediction Values is developed to optimize residential ESS. We 

developed nine prediction models for the building's electricity demand, PV generation, 

and RTP. After evaluating the performance of each model, we selected the optimal one 
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and combined it with our RL agents, which could improve the RL algorithms’ efficiency 

and effectiveness significantly. Detailed case analysis and comparison of four advanced 

RL algorithms are presented, where the baseline model uses the strategy used in actual 

buildings. We evaluated the efficiency of these algorithms in terms of energy cost and 

renewable energy self-consumption ratio and proved that the efficiency of MB-TD3 is 

optimal. 

⚫ We showed that all the MB-RL algorithms could reliably ensure that the renewable energy 

self-consumption ratio is higher than the baseline model while reducing the electricity 

purchase cost. This emphasizes these model-based RL algorithms' ability to learn optimal 

control policies with fewer datasets, providing valuable insights for real-world 

implementations. 

The organization of work is as follows. Section 2 describes the algorithm details of this paper. 

Section 3 provides a detailed explanation of the implementation and evaluation of our prediction 

model. Section 4 outlines the RL agent implementation. Section 5 discusses the results of the case 

study. Finally, section 6 provides this paper's conclusions and future outlook. 

6.2 Methodology 

6.2.1 The selection of the algorithm 

RL, as a branch of machine learning, is a computational method that can solve sequential 

decision problems[18,19]. All the RL problems can be defined as MDP, which represents the process 

by which an agent guides its behavior by obtaining rewards from interaction with the environment. 

Formally, an MDP is a five-tuple (𝑆, 𝐴, 𝑃, 𝑅, 𝑅), where: 

⚫ 𝑆 is the state space, which represents the available information that the RL agents use to 

make decisions. 

⚫ 𝐴  is the action space, which means the RL agents make different decisions when 

interacting with the environment. 
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⚫ 𝑃 is the state-transition probability, which describes the probability distribution of going 

from state 𝑠 to state 𝑠′ when action 𝑎 is taken. 

⚫ 𝑅 is the reward (or cost) function, usually the objective function in a control problem. 

⚫ 𝑟 is the discount factor. The discount factor is used to overcome the feedback delay in the 

interaction between the agent and the environment. By discounting the rewards for 

multiple steps, the sum of the accumulated rewards for numerous steps in the future can 

be obtained. Then the short-term optimization objective and long-term optimization 

objective can be balanced. 

RL aims to find the optimal policy 𝜋 through the Markov decision process, which refers to the 

mapping of states to actions[20]. Specifically, the mapping is constructed by the state-value function 

𝑣𝜋(𝑠) and the action-value functions 𝑞𝜋(𝑠, 𝑎), which formula is as follows: 

𝑣𝜋(𝑠) = 𝐸𝜋[∑ 𝑟𝑘𝑅𝑡+𝑘+1|𝑆𝑡 = 𝑠
∞

𝑘=𝑣
] (6-1) 

𝑞𝜋(𝑠, 𝑎) = 𝐸𝜋[∑ 𝑟𝑘𝑅𝑡+𝑘+1|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎
∞

𝑘=𝑣
](6-2) 

Through Eq.1 and Eq.2, we can obtain the Behrman equation of the state-action value function: 

𝑞𝜋(𝑠, 𝑎) = 𝐸𝜋[𝑅𝑡+1 + 𝑟𝑞(𝑆𝑡, 𝐴𝑡)|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎](6-3) 

If the optimal state-action value function 𝑞∗(𝑠, 𝑎) is known, the optimal policy can be 

determined by directly maximizing it: 

𝜋∗(𝑎) = {
1      𝑖𝑓 𝑎 = 𝑎𝑟𝑔𝑚𝑎𝑥

𝑎∈𝐴
𝑞∗(𝑠, 𝑎)

0                             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (6-4) 

The above summarized the basic principles of RL. Next, we will discuss the classification of 

RL algorithms. The overview of the most popular algorithms is summarized in Table 6-1. According 

to the different action selection strategies, RL algorithms can be divided into two branches: value-

based algorithms and policy-based algorithms. The value-based algorithm calculates the expectation 

of reward through the potential reward as the basis for selecting actions. And the policy-based 

algorithm trains a probability distribution through policy sampling and enhances the probability of 

the desired action with a high return value[18]. Therefore, value-based algorithms can only be used 
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for discrete action space, while policy-based algorithms have more advantages in continuous action 

space control. Currently, the most popular actor-critic method combines the benefits of these two 

branches. Specifically, the actor-network will take actions based on the probability distribution of 

policies. The critic-network will give the value of actions to the actions, making it more convenient 

for the latter to deal with continuous control. Therefore, this paper focuses on them. 

Table 6-1 Common properties of the popular RL algorithms. 

Algorithm Type Data usage Action space 

DQN value-based Off-policy Discrete 

DPG policy-based Off-policy Continuous 

DDPG actor-critic Off-policy Continuous 

TD3 actor-critic Off-policy Continuous 

TRPO policy-based On-policy Discrete/Continuous 

PPO actor-critic On-policy Discrete/Continuous 

The RL algorithm can be off-policy or on-policy according to the interaction between the RL 

agent and the environment. For the off-policy method, the agent can learn by interacting with the 

environment in person or through accumulated experience (such as experience replay or replay 

buffer mechanism)[21]. In contrast, for the on-policy method, the agent can only interact with the 

environment to update the network. As the research object of this study is the measurement data 

collected by the actual HMES, the amount of data is limited, and the data collection is slow, so 

we would prefer to choose the off-policy method because they are more sample-efficient. In contrast, 

the on-policy method is more suitable for scenarios where data is generated using simulators. 

6.2.2 Deep deterministic policy gradient (DDPG) 

DQN is a value-based RL algorithm that uses a deep neural network (Q-network) to fit Q values. 

It overcomes the dimension disaster in the traditional Q-learning algorithm. The Q-network 

estimates the Q value of each discrete action, and 𝜀 − 𝑔𝑟𝑒𝑒𝑑𝑦 strategy is used to select the action 

with the highest Q value. In addition, The DQN adds the experience replay mechanism in the 

javascript:;
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training process, which allows the DQN to randomly extract a batch of historical training data from 

the buffer for gradient descent of the network. This mechanism prevents the training data from being 

highly temporal correlated, improving the model's efficiency. The update rule of the DQN algorithm 

is as follows: 

𝑄(𝑠𝑡, 𝑎𝑡; 𝜃𝑡)  =  𝑄(𝑠𝑡, 𝑎𝑡; 𝜃𝑡)  + 𝛼[𝑟𝑖 + 𝛾𝑚𝑎𝑥𝛼𝑡+1
𝑄(𝑠𝑡+1, 𝑎𝑡+1; 𝜃′) − 𝑄(𝑠𝑡, 𝑎𝑡; 𝜃𝑡) ] (6-5) 

Where 𝜃𝑡 means the parameters of the evaluation network, and 𝜃′means the parameters of the 

target network. DQN estimates the new Q value more accurately by establishing these two 

independent neural networks. 

It can be seen from Eq.6-5 that there is a calculation to find the maximum value when the DQN 

network is updated. For continuous action space, this maximization operation is impossible. 

Therefore, the DQN can only handle a finite discrete action space. DDPG algorithm is proposed to 

solve this problem[22]. Based on the DPG (deterministic policy gradient) algorithm, DDPG 

integrates the advantages of the DQN (such as experience replay mechanism and independent target 

network) and enables it to deal with the continuous action space by introducing the actor-critic 

framework. 

The learning process of DDPG is shown in Fig.6-1. As we can see, the DDPG consists of two 

DNNs: online actor network 𝜇(𝑠|𝜃𝜇) and online critic network 𝑄(𝑠, 𝑎|𝜃𝑄), target actor 𝜇′(𝑠|𝜃𝜇) 

and target critic networks 𝑄′(𝑠, 𝑎|𝜃𝑄)  are also used to stabilize learning, which has the same 

structure and initial parameters as the online network. It should be noted that the weights of all the 

above networks are fixed in training and updated at the end of each step. DDPG also borrows from 

DQN's experience replay mechanism, which is one of the common strategies used in on-policy 

methods. It can learn by sampling previous transitions from limited data, thus effectively improving 
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the sample efficiency. It is beneficial for the training environment with relatively small data samples. 

Fig. 6-1 Basic schematic of the DDPG. 

When the agent begins to explore, the action selection is performed by passing the current state 

and random noise 𝑥𝑡 through the actor network: 

𝑎𝑡 = 𝜇(𝑠𝑡|𝜃𝜇) + 𝑥𝑡 (6-6) 

Once the environment has executed the 𝑎𝑡, the agent will observe the reward 𝑟𝑡 and the new 

state 𝑠𝑡+1, and then store the transition data tuples (𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝑠𝑡+1) in an experience replay buffer. 

Mini-batch sampling is performed using a replay buffer for training. The critic and target critic 

networks will evaluate the target value 𝑦𝑖 by observing 𝑠𝑡 and 𝑎𝑡, then update the critic network 

by minimizing the loss function 𝐿[22], as shown in Eq.7 and Eq.8: 

𝑦𝑖 = 𝑟𝑖 +  𝛾𝑄′(𝑠𝑖+1, 𝜇′(𝑠𝑖+1|𝜃𝜇′)|𝜃𝑄′) (6-7) 

𝐿 =
1

𝑁
𝛴𝑖(𝑦𝑖 − 𝑄(𝑠𝑖, 𝑎𝑖|𝜃𝑄))² (6-8) 

Next, the agent will calculate the policy gradient of the local actor network and update 

parameters through gradient ascent using the deterministic policy gradient[22]: 

𝛻𝜃𝜇𝜇|𝑠𝑡
≈

1

𝑁
∑ 𝛻𝑎𝑄(𝑠, 𝑎|𝜃𝑄)|𝑠=𝑠𝑡,𝑎=𝜇(𝑠𝑡)

𝑖
𝛻𝜃𝜇𝜇(𝑠|𝜃𝜇)|𝑠𝑡（6-9） 
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At the end of each step, the agent updates the parameters of the target actor and critic networks 

by the running average method: 

𝜃𝑄′ ← 𝜏𝜃𝑄 + (1 − 𝜏)|𝜃𝑄′ (6-10) 

𝜃𝜇 ← 𝜏𝜃𝜇 + (1 − 𝜏)|𝜃𝜇′ (6-11) 

Where 𝜏 is a smoothing parameter by which to maintain the stability of training. 

6.2.3 Twin delayed deep deterministic policy gradient (TD3) 

Based on the above introduction, we can conclude that DDPG is a variant of DQN to solve the 

continuous control problem. Therefore, it inherits a series of advantages of DQN but also 

disadvantages, such as overestimation. Overestimation means the estimated value function is larger 

than the actual. As seen from Eq.6-5, when the DQN agent finishes the explore, instead of the actual 

action of the next interaction, it updates the value function with the action currently considered to 

have the largest value so that it will overestimate the value of Q. 

To solve the overestimation problem, Hasselt first proposed the double Q-Learning method, 

whose application in DQN is called Double DQN (DDQN)[23]. DDQN uses two value function 

estimates to perform the best action of the next interaction and target estimate using different value 

estimates, which effectively optimizes the Q-Value overestimation problem. Fig. 6-2 visually 

represents the structural differences between TD3 and DDPG. TD3 aims to solve the overestimation 

problem for DDPG by using a similar approach with a second critic and target critic pair[24]. Instead 

of using a specific target network in Eq.6-7, TD3 uses the minimum of the two critic networks to 

calculate the target values 𝑦𝑖, as shown in Eq.6-12: 

𝑦𝑖 = 𝑟𝑖 +  𝛾𝑚𝑖𝑛
𝑖=1,2

𝑄′(𝑠𝑖+1, 𝜇′(𝑠𝑖+1|𝜃𝜇′)|𝜃𝑄′) (6-12) 

In addition, TD3 reduces the update frequency of the Actor-network. The authors of TD3 found 

that if the policy is learned after the Q value is stabilized, there will be fewer wrong updates in the 

Actor-network, which can help stabilize the training[24]. Since TD3 is a minor improvement based 
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on DDPG, its algorithm flow is basically the same as DDPG. Due to space limitations, the algorithm 

flow of TD3 will not be introduced in this section. The selection of experimental algorithms will be 

detail discussed in the following sections. 

 

Fig. 6-2 Comparison of TD3 and DDPG.  
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6.2.4 Soft Actor-Critic (SAC) 

The Soft Actor-Critic (SAC) algorithm is a deep reinforcement learning technique within the 

Actor-Critic framework. First proposed by Tuomas Haarnoja et al.[25], SAC has demonstrated its 

effectiveness in solving complex, continuous motion control problems. The algorithm's primary 

distinguishing feature is its use of entropy regularization. Entropy can be thought of as a measure 

of chaos and randomness. The SAC algorithm discourages overly deterministic strategies by 

encouraging agents to explore more widely through entropy regularization, which will help prevent 

the agent from getting stuck in local optima. This leads to a more diverse and effective set of learned 

behaviors and better overall performance. 

SAC also uses the Actor-Critic framework, so its algorithm update process is similar to DDPG. 

The Bellman targets for the loss function in Eq. 6-8, which are used to update the critic, were briefly 

described. However, a different loss function for the SAC algorithm minimizes the Bellman error 

of the maximum entropy RL objective. Specifically, the following loss function is employed: 

𝑦𝑖 = 𝑟𝑖 +  𝛾(min
𝑖=1,2

𝑄′(𝑠𝑖+1, 𝑎𝑖+1) − 𝛼 log𝜋𝜃
(𝑎𝑖+1|𝑠𝑖+1)    (6-13) 

In the SAC algorithm, the policy 𝜋𝜃 is commonly parameterized using a Gaussian distribution. 

The choice is theoretically justified in [25], where it is argued that the goal is to minimize the 

Kullback-Leibler divergence between 𝜋𝜃 and the softmax policy. Specifically, the function takes 

in a state-action pair and produces a corresponding value output. The policy takes in the current 

state and produces a distribution of possible actions. When an action is required, a Gaussian 

distribution with mean and the standard deviation is used for sampling, and the sample obtained is 

treated as the decision-making action for the policy. 

From the above discussion, we can find that although there are many similarities between SAC 

and TD3, there are also some key differences between them, which can be summarized as follows: 

➢ Similar to SAC, TD3 utilizes an exploration strategy that involves adding noise to the 



CHAPTER SIX: OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING REINFORCEMENT LEARNING 

CONSIDERING REAL-TIME ENERGY PREDICTION 

6-12 

actions taken by the agent. However, the noise in TD3 is generated by the target policy 

smoothing function, which samples the action from a shifted Gaussian distribution 

centered on the action generated by the actor-network, which can improve the stability of 

the algorithm by preventing overestimation of the Q value and reducing the variance of 

the target Q value used in critic updates. 

➢ TD3 uses three Q-value networks. The two Q-value networks estimate the target Q-values 

for each state-action pair, and the third Q-value network is used to compute the minimum 

Q-value between the two target Q-values. This approach of using multiple Q-value 

networks in TD3 helps to reduce the overestimation bias that can occur when using a 

single Q-value network. In contrast, SAC uses a single soft Q-value network that is 

updated at every time step, which can be more computationally efficient but may still 

suffer from overestimation bias. 

➢ In TD3, the policy selects an action based on the current state, and then a small amount 

of noise is added to the action to encourage exploration. On the other hand, SAC uses a 

stochastic policy, meaning that it outputs a probability distribution over actions instead of 

a deterministic action. 

➢ Compared to SAC, TD3 introduced several new hyperparameters, including a discount 

factor for target values, a clip range for critic updates, and the frequency of target policy 

smoothing. These hyperparameters can significantly impact the performance and stability 

of an algorithm, and tuning them can be a challenge. In contrast, SAC is relatively 

insensitive to hyperparameters and requires fewer hyperparameters to be tuned. 

6.3 DL-based solution for energy prediction 

The prediction models proposed in this study were verified using the dataset of an actual 

Japanese house in the “Jono Zero Carbon Smart Community” in Kitakyushu, described in detail in 
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Chapter 3. All the cases in this experiment were optimized hour by the hour using the actual 

measured hourly data set. The training set used in this experiment is hourly data from April 1, 2017, 

to September 30, 2018, and the test data includes hourly data from October 1, 2018, to September 

30, 2019. Examples of data sets are shown in Section 3.4.2. According to the evaluation results of 

the prediction models in Chapter 4, we focused on evaluations of the following four deep learning 

algorithms: RNN, LSTM, and LSTM with attention mechanisms (A-LSTM). 

This study proposes nine DL-based model architectures containing RNN, LSTM, and A-LSTM. 

These three algorithms were employed to predict the target building's electricity demand, PV 

capacity, and RTP. These prediction models were then used to determine the optimal one through 

an evaluation process, which would be integrated into the RL-based controller.  

6.3.1 Implementation Details 

The RNN model was used as the baseline model to outline how the model was built. After 

configuring the baseline model parameters, the same configuration was used to build the LSTM and 

A-LSTM models. To optimize the hyperparameters of the models, the Hyperopt framework was 

used, which implemented the tree-structured Parzen estimator (TPE) algorithm. Hyperopt is a 

Python library for hyperparameter optimization based on Bayesian optimization, which supports 

optimizing continuous, discrete, and conditional variables. To use the Hyperopt framework, four 

parameters had to be specified: the target function to optimize, the search space with 

hyperparameters, the Trials database, and the search algorithm. Therefore, the implementation 

details were explained based on these four aspects. 

The RNN baseline model requires optimization of four parameters: the time step L of each 

RNN layer (determined by the length of previous data), the size of the hidden unit m of each layer, 

the size of the batch processing b during training (with default same hidden unit for each layer in 

the two-layer RNN structure), and the drop rate of the Dropout layer. To establish the range of L, 
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we first conducted autocorrelation analysis on load data to detect data cycle patterns, as depicted in 

Fig.6-3. The X-axis and Y-axis of Fig.6-3 represent "hours" and "autocorrelation coefficient," 

respectively. It was observed that PV and RTP had obvious periodic characteristics, whereas the 

electricity demand did not exhibit a clear periodicity due to the randomness of user behavior. As 

such, we defined the conditional parameters of L as {12,24,36,48}. 

Fig. 6-3 The autocorrelation analysis results.  
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To avoid overfitting, we added a dropout layer after each RNN layer, with the conditional 

parameters of drop rate set as {0.2, 0.3, 0.4, 0.5}. Due to limited computational resources, we set 

the conditional parameter sets of m and b based on empirical methods to ensure prediction accuracy: 

m ∈{32,64,128,256} and b ∈{32,64,128,256}[26]. We input the aforementioned conditional 

parameters into the Hyperopt framework and utilized the TPE algorithm to optimize the model's 

super parameters. Table 6-2 shows the optimized RNN, LSTM, and A-LSTM hyperparameters, 

which the TPE algorithm determines. 

Table 6-1 Hyperparameters for the prediction models 

Prediction 

Object 
Model 

Layer1 

Units 

Layer2 

Units 
Time Step Batch Size Drop Rate 

Electricity 

Demand 

RNN 128 64 48 64 0.2 

LSTM 128 64 48 64 0.2 

A-LSTM 128 64 48 64 0.2 

PV Generation 

RNN 128 64 24 64 0.2 

LSTM 128 64 24 64 0.2 

A-LSTM 128 64 24 64 0.2 

Real-time Prices 

RNN 128 64 24 64 0.2 

LSTM 128 64 24 64 0.2 

A-LSTM 128 64 24 64 0.2 

6.3.2 Training Setting and Performance Metrics 

We use the TensorFlow2 framework in a Python environment to perform the training of the 

prediction models. To evaluate the time series prediction effect of these three models on the test data 

set, we used the same hyperparameter configuration and experimental methods in all experiments. 

All models have been trained and tested five times, and each training is 200 episodes. The final data 

used for comparison is the average of the 5 test results to reduce the errors caused by random 

numbers. Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and R-Square Value 

(R2_SCORE) were used as indicators of the evaluation model, which were calculated according to 

Eq. (6-14), (6-15), and (6-16). The 𝑦𝑖 denotes the real observations, 𝑦̅𝑖 denotes the average of the 
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observed value, 𝑦̃𝑖 denotes the predicted value, N denotes the number of test samples. 

 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦̃𝑖)2𝑛

𝑖=1
 (6-14) 

 𝑀𝐴𝐸 =
1

𝑁
∑ |𝑦𝑖 − 𝑦̃𝑖|𝑁

𝑖=1  (6-15) 

 𝑅2 = 1 −
𝛴ⅈ=1

𝑛 (𝑦ⅈ−𝑦𝑖̃)2

𝛴ⅈ=1
𝑛 (𝑦ⅈ−𝑦̅ⅈ)2 (6-16) 

6.4 RL-based solution for energy storage management 

 This section presents the solution for energy storage management optimization of a grid-

connected residential PV-battery system based on an actor-critic RL algorithm considering the 

predicted values. It includes a description of the complete method and parameter design adopted in 

the simulation experiments. Fig. 6-4 illustrates the schematic diagram of the system. The objective 

of the RL agent optimization in this experiment is to minimize the energy cost while ensuring the 

local absorption rate of PV. To achieve this goal, the agent continuously interacts with the 

environment and prediction model to learn, adjust, and improve the agent's behavior. 

Fig. 6-4 The diagram of energy storage management decision control process. 
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6.4.1 Baseline control model 

The baseline control model of the ESS is mainly based on the power balance formula and the 

battery capacity constraints, which can be expressed as: 

𝑃𝑡
𝑔𝑖𝑟𝑑

= 𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑 − 𝑃𝑡

𝑃𝑉 + 𝑃𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦 (6-17) 

𝐸𝑚𝑖𝑛
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

≤ 𝐸𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

≤ 𝐸𝑚𝑎𝑥
𝑏𝑎𝑡𝑡𝑒𝑟𝑦 (6-18) 

Where 𝑃𝑡
𝑔𝑖𝑟𝑑

 is the amount of electricity purchased or sold to the public grid at the time t; 

𝑃𝑡
𝑑𝑒𝑚𝑎𝑛𝑑 is the electricity demand at time t; 𝑃𝑡

𝑃𝑉 is the PV generation at time T;  𝑃𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

 is the 

charge or discharge amount of the battery at time t. 𝑃𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

  >0 refers to the charge capacity, 

𝑃𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

<0 refers to the discharge capacity. 𝐸𝑚𝑎𝑥
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

 denotes the maximum battery capacity and 

𝐸𝑚𝑖𝑛
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

 denotes the minimum battery capacity.  

In ESS's existing control logic, the battery works only when some fixed conditions are met. 

Algorithm 1 is the pseudocode of the specific control logic. This control logic avoids the arbitrage 

of renewable energy using batteries and reduces the energy loss due to battery efficiency, which is 

as follows: 

⚫ When the PV generation is greater than the demand and the battery capacity is less than 

the 𝐸𝑚𝑎𝑥
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

, the battery charges and the remaining PV generation is sold to the public 

grid for revenue. Where 𝜂𝑐ℎ𝑎 denotes the charge efficiency. 

⚫ When the PV generation is less than the demand and the battery capacity is greater than 

the 𝐸𝑚𝑖𝑛
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

, the battery discharges, and the insufficient power will be purchased from 

the public grid. Where 𝜂𝑑𝑖𝑠𝑠𝑐ℎ𝑎 denotes the discharge efficiency. 

⚫ If the above two conditions are not met, the battery will not perform any action. 
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Algorithm 1 Baseline Control Step 

1: if 𝑃𝑡
𝑃𝑉 > 𝑃𝑡

𝑑𝑒𝑚𝑎𝑛𝑑  and 𝐸𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

 < 𝐸𝑚𝑎𝑥
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

  

do 

2:   𝐸𝑡+1
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

=𝐸𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

+ 𝜂𝑐ℎ𝑎 ∗ 𝑃𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

∗ 𝛥𝑡 

3: end if 

4: elif 𝑃𝑡
𝑃𝑉 < 𝑃𝑡

𝑑𝑒𝑚𝑎𝑛𝑑  and 𝐸𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

>

𝐸𝑚𝑖𝑛
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

  do 

 
 𝐸𝑡+1

𝑏𝑎𝑡𝑡𝑒𝑟𝑦
=𝐸𝑡

𝑏𝑎𝑡𝑡𝑒𝑟𝑦
+

𝑃𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

∗𝛥𝑡

𝜂𝑑ⅈ𝑠𝑠𝑐ℎ𝑎
 

6: end elif 

7: else 𝐸𝑡+1
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

= 𝐸𝑡
𝑏𝑎𝑡𝑡𝑒𝑟𝑦

 

8: end else 

The model-based RL method adopted in this study aims to optimize the baseline model using 

the strategies learned from the data rather than learning a new set of scheduling rules. It means all 

the proposed RL models will also interact with the environment under the rule of the Baseline 

control model. That is, the battery performs the action selected by the agent only after the agent 

determines whether the above conditions for charging and discharging are met. In this model-based 

RL approach, the agent can use the known rules of the baseline control model for fast and efficient 

learning, avoiding many unnecessary exploration actions, such as exceeding the battery capacity 

constraints, frequent selling PV generation to the public grid in pursuit of arbitrage, or other idle 

behaviors. It means that we can limit and narrow the exploration scope of agents according to the 

baseline model, thus reducing the number of trials and errors of agents and improving the utilization 

of training samples. 

6.4.2 Model-based RL application 

To solve the sequential decision-making problem with RL, we need to ensure that the decision 

process meets the Markov feature, and the decision process must be modeled as MDP. The MDP 

can be represented by a tuple (𝑆, 𝐴, 𝑝, 𝑅, 𝛾), where 𝑆 denotes a state-space, 𝐴 denotes an action-

space, 𝑝 denotes the state transition probability, 𝑅 denotes the reward function, and 𝛾 denotes the 

discount factor which is used to calculate the cumulative reward. The rest of this section will 
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expound on How the states, actions, and rewards are set up for this study. 

6.4.2.1 States 

The state observations 𝑆 are the values the agents obtain when selecting actions. The state 

space in this study mainly consists of four parts: 

⚫ Energy features: As described in Chapter 3, PV generation, demand, and RTP are periodic 

in the time series. Therefore, we designed a 24-step (24h) sliding time window (when less 

than 24 hours, the list filling is 0) to enable the agent to learn their potential rules. 

Furthermore, the proposed optimal prediction models were used to predict these energy 

features, and the predicted value for the next hour was also considered observed values. 

By doing so, the RL agent could consider the future state more when making decisions. 

⚫ Time series features: The current hour in the day (𝑋𝑡
ℎ𝑜𝑢𝑟) and the month (𝑋𝑡

𝑚𝑜𝑛𝑡ℎ). 

⚫ Environmental features: Outdoor temperature (𝑋𝑡
𝑡𝑒𝑚𝑝

), illumination (𝑋𝑡
𝑙𝑢𝑥), and humidity 

(𝑋𝑡
ℎ𝑢𝑚). 

⚫ Episode step: The position of the current time step in the entire optimization window (𝑇). 

In summary, the state space of proxy observation can be expressed as: 

𝑆𝑡=[ 𝑇, 𝑠𝑡−23
𝑝𝑣 ,… 𝑠𝑡

𝑝𝑣,  𝑠𝑡+1
𝑝𝑣 , 𝑠𝑡−23

𝑑𝑒𝑚𝑎𝑛𝑑,… 𝑠𝑡
𝑑𝑒𝑚𝑎𝑛𝑑,  𝑠𝑡+1

𝑑𝑒𝑚𝑎𝑛𝑑, 𝑠𝑡−23
𝑝𝑟𝑖𝑐𝑒,… 𝑠𝑡

𝑝𝑟𝑖𝑐𝑒,  𝑠𝑡+1
𝑝𝑟𝑖𝑐𝑒, 

 𝑋𝑡
ℎ𝑜𝑢𝑟, 𝑋𝑡

𝑚𝑜𝑛𝑡ℎ, 𝑋𝑡
𝑡𝑒𝑚𝑝, 𝑋𝑡

𝑙𝑢𝑥, 𝑋𝑡
ℎ𝑢𝑚] (6-19) 

To improve the training stability of the RL agent, all the observation values should be 

normalized in the pre-processing stage, which means that each variable's values should be scaled 

down to the range of [0,1]. 

6.4.2.2 Actions 

Since this study's objective is to control the battery continuously, we used the battery control 

factor to achieve this operation. The battery's actual power was calculated based on the maximum 

charge and discharge per hour and the battery control factor. The battery control factor ranges from 
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−1 to 1 (the negative sign indicates that the battery is discharging, and the positive sign indicates 

that the battery is charging), which is also the action space used in this study.  

6.4.2.3 Reward 

Currently, there are two standard reward function design approaches discrete reward function 

and continuous reward function. As for the discrete reward function, it is easy to converge but 

contains less information. Conversely, the continuous reward function contains more information, 

but it is easy to have the problem of sparse rewards, making the training difficult to converge[27]. 

The optimization objective always determines the design of the reward function. In this study, the 

aim of the agents is to reduce the energy cost of the microgrid and ensure that the PV self-

consumption ratio is not lower than the baseline model, which can be defined as a multi-objective 

optimization. The reward function of multi-objective optimization is often designed to consist of 

multiple parts and constraints. Therefore, we designed the reward function into two parts: economic 

reward and PV generation consumption reward.  

First, the economic reward is calculated by the average cost of electricity imported to or 

exported from the microgrid. The average cost of electricity during timeslot 0~T is considered: 

 𝑅𝑒𝑐𝑜 = −(𝑎 ∗
1

𝑇
∫ (𝑃𝑔𝑖𝑟𝑑(𝑡) ∗ 𝐶𝑔𝑖𝑟𝑑(𝑡) − 𝑃𝑠𝑒𝑙𝑙(𝑡) ∗ 𝐶𝑠𝑒𝑙𝑙) ⅆ𝑡)

𝑇

𝑡=0
 (6-20) 

The minus sign indicates that if the average electricity cost is lower, the 𝑅𝑒𝑐𝑜 will be larger. 

Moreover, 𝑎 denotes the reward factor, which is a fixed constant that regulates orders of magnitude, 

by which we can control the order of magnitude of 𝑅𝑒𝑐𝑜 within the range of -10 to 10; 𝑃𝑔𝑖𝑟𝑑(𝑡) 

denotes the electricity purchased from the public grid by the system at time 𝑡, and 𝐶𝑔𝑖𝑟𝑑(𝑡) denotes 

the real-time electricity price at time 𝑡; 𝑃𝑠𝑒𝑙𝑙(𝑡) denotes the electricity sold by the system to the 

public grid at time 𝑡, and 𝐶𝑠𝑒𝑙𝑙 denotes the feed-in tariff. 

javascript:;
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Second, we used a discrete reward function to define the PV generation consumption reward. 

The calculation of the PV self-consumption ratio is shown in Eq. 6-21, by which we can get the 

agent's PV self-consumption ratio ( 𝑟𝑅𝐿 ) and the baseline model's PV self-consumption ratio 

(𝑟𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒).  

𝑟 =
∫ (𝑃𝑝𝑣(𝑡)−𝑃𝑠𝑒𝑙𝑙(𝑡)) ⅆ𝑡

𝑇

𝑡=0

∫ 𝑃𝑝𝑣(𝑡) ⅆ𝑡
𝑇

𝑡=0

 *100% (6-21) 

Where 𝑃𝑝𝑣(𝑡)  denotes the PV generation at time t, and 𝑃𝑠𝑒𝑙𝑙(𝑡)  denotes the electricity the 

microgrid sells to the public grid at time t. If 𝑟𝑅𝐿 is greater than 𝑟𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒, then 𝑅𝑝𝑣 is equal to 1. 

In contrast, when 𝑟𝑅𝐿 is less than 𝑟𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒, 𝑅𝑝𝑣 is assigned the value -10. 

Finally, the sum of the two rewards is the primary reward function, which is as follows: 

𝑅 =  𝑅𝑒𝑐𝑜 + 𝑅𝑝𝑣 (6-22)   

6.4.3 Experimental setting 

6.4.3.1 Implementation Details 

The RL-based control models proposed in this study were verified using the dataset of an actual 

Japanese house in the “Jono Zero Carbon Smart Community” in Kitakyushu, described in detail in 

Chapter 3. Since the ultimate goal of this study is to solve the operational optimization problem of 

ESS in practical applications, all the cases in this experiment were optimized hour by the hour using 

the actual measured hourly data set. The training set used in this experiment is hourly data from 

April 1, 2017, to September 30, 2018, and the test data includes hourly data from October 1, 2018, 

to September 30, 2019. To verify the optimization effects of various RL algorithms under the model-

based framework, we focused on evaluations of the following four algorithms: PPO, SAC, DDPG, 

and TD3. These four selected algorithms cover all actor-critic algorithm branches, shown in Section 

6.2.1. In addition, we also added the baseline model for comparison, as shown below: 
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⚫ M.0: The baseline model adopted in this experiment and its control flow is shown in 

Section 6.4.1. 

⚫ M.1: M.1 used the PPO algorithm based on the model-based framework proposed in this 

paper. The PPO algorithm is chosen for comparison since it is a typical on-policy RL 

method. 

⚫ M.2: M.2 used the SAC algorithm based on the model-based framework proposed in this 

paper.  

⚫ M.3: M.3 used the DDPG algorithm based on the model-based framework proposed in 

this paper. 

⚫ M.4: M.4 used the TD3 algorithm based on the model-based framework proposed in this 

paper. M.3 and M.4 used the same hyperparameters for comparison. 

6.4.3.2 Training Setting 

The deep learning framework adopted in this experiment is PyTorch, in which the environment 

code was written using the gym framework of OpenAI[28], and the RL algorithms adopted were 

implemented by the Pytorch version of the Stable Baselines framework[29]. The primary 

hyperparameters for different algorithm designs are shown in Table 6-3, and other hyperparameters 

follow default settings in the stable baseline. Although some algorithms may have a greater reward 

by fine-tuning the hyperparameters, we prefer to use more default parameters provided by Stable 

Baselines. Since fine-tuning the hyperparameters is impossible when deployed in a physical 

residential, we should pay more attention to the generalization ability of the models in practical 

application. 
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Table 6-3 Parameters for different algorithms. 

Parameter PPO SAC DDPG TD3 

Activation function  Tanh Relu Relu Relu 

Optimiser Adam Adam Adam Adam 

Learning rate 0.0002 0.0002 0.0002 0.0002 

Batch size 128 128 128 128 

Replay memory capacity  None 1000000 1000000 1000000 

Discount factor 0.99 0.99 0.99 0.99 

Delay steps in TD3 None None None 2 

6.4.3.3 Performance Metrics 

We will use two metrics to evaluate the algorithm’s performance: energy cost and PV self-

consumption ratio. The energy cost is calculated by Eq.6-23. We will evaluate the energy cost of the 

above five models from annual and monthly dimensions. 

c = ∫ (𝑃𝑔𝑖𝑟𝑑(𝑡) ∗ 𝐶𝑔𝑖𝑟𝑑(𝑡) − 𝑃𝑠𝑒𝑙𝑙(𝑡) ∗ 𝐶𝑠𝑒𝑙𝑙) ⅆ𝑡
𝑇

𝑡=0
 (6-23) 

As for the PV self-consumption ratio, which calculation was shown in Eq.17. We will also 

evaluate it from annual and monthly dimensions. The evaluation standard is as long as the baseline 

model is exceeded as qualified. 

6.5 Result and Discussion 

6.5.1 Prediction model evaluation 

6.5.1.1 Annual prediction evaluation 

We utilized 18 months of data (from April 1, 2017, to September 30, 2018) as a training set to 

develop our models and evaluated their performance on the test set spanning from October 1, 2018, 

to September 30, 2019. The performance of the nine prediction models on the test set is presented 

in Table 6-4. The results indicate that, although the magnitudes of the three prediction targets differ, 
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the PV generation prediction models have the best curve-fitting effect, as demonstrated by their 

higher R² values. This finding corresponds to the visible periodic pattern of PV power generation 

illustrated in Fig. 6-4. However, due to the fewer data quality, the prediction accuracy of electricity 

demand and RTP is slightly lower than that of PV. Nonetheless, the R² value of the optimal 

prediction model for these two targets still exceeds 0.75, indicating a reasonably good prediction 

accuracy. Therefore, we are confident that the accuracy of the prediction model will positively 

impact the performance of the control model. 

Table 6-4 Evaluation metrics of candidate models. 

Performance Architecture RMSE(kW) MAE(kW) R² 

Electricity 

Demand 

RNN 0.284  0.211  0.762  

LSTM 0.280  0.205  0.769  

A-LSTM 0.291  0.207  0.751  

Real-time 

Prices 

RNN 6.708  3.778  0.731  

LSTM 6.148  3.309  0.774  

A-LSTM 6.564  3.789  0.742  

PV 

Generation 

RNN 0.199  0.088  0.939  

LSTM 0.188  0.093  0.946  

A-LSTM 0.185  0.090  0.947  

The results demonstrate that among the three models for predicting power demand, LSTM 

exhibits the best performance. Compared to the second-best A-LSTM, LSTM shows a decrease of 

0.011kW in RMSE, a decrease of 0.002kW in MAE, and an increase of 0.018 in R2. Similarly, 

among the three models predicting RTP, LSTM also outperforms the others. Compared to the 

second-best A-LSTM, LSTM shows a decrease of 0.416kW in RMSE, a decrease of 0.002kW in 

MAE, and an increase of 0.018 in R2. Notably, the performance of the three models for predicting 

RTP is very similar, and the performance of A-LSTM is virtually indistinguishable from that of 

LSTM. This experimental result confirms the conclusion drawn in Chapter 4, namely that when the 

training sample is less than 2 years (with a data amount of less than 16,320), A-LSTM's prediction 
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accuracy is inferior to that of LSTM, which can be interpreted as A-LSTM having a lower sample 

utilization ratio than LSTM. It should be noted, however, that for high-quality training data such as 

the training set of photovoltaic power generation, the prediction results of the two models tend to 

be similar. 

6.5.1.2 Seasonal prediction evaluation 

It should be noted that the selection of the prediction model should consider not only the 

accuracy of the prediction but also the stability of the prediction performance, the sample utilization 

rate, and the ease of parameter tuning. Table 6-5 shows the forecast performance of the forecast 

model in different seasons. We can find that the prediction accuracy of photovoltaic power 

generation can maintain stability throughout the year. However, the prediction accuracy of power 

demand and RTP decreases in the transition season because the transition season is often 

accompanied by irregular changes in environmental factors and user behavior, which undoubtedly 

challenges the prediction model. The performance of the three prediction models in each season's 

typical week is shown in Fig. 6-5, Fig.6-6, and Fig.6-7. 
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Table 6-5 Evaluation metrics of candidate models in different seasons. 

Performance Period Architecture RMSE(kW) MAE(kW) R² 

Electricity 

Demand 

Cooling 

Season 

RNN 0.284  0.211  0.762  

LSTM 0.280  0.205  0.769  

A-LSTM 0.291  0.207  0.751  

Transition 

Season 

RNN 0.210  0.156  0.602  

LSTM 0.203  0.149  0.626  

A-LSTM 0.214  0.156  0.584  

Heating 

Season 

RNN 0.321  0.240  0.709  

LSTM 0.319  0.238  0.713  

A-LSTM 0.323  0.229  0.704  

Real-time 

Prices 

Cooling 

Season 

RNN 3.047  2.151  0.715  

LSTM 2.809  1.678  0.758  

A-LSTM 2.972  1.915  0.729  

Transition 

Season 

RNN 5.785  3.225  0.723  

LSTM 5.672  3.242  0.734  

A-LSTM 5.684  3.272  0.732  

Heating 

Season 

RNN 7.680  4.312  0.711  

LSTM 6.702  3.667  0.780  

A-LSTM 7.396  4.414  0.732  

PV 

Generation 

Cooling 

Season 

RNN 0.191  0.089  0.952  

LSTM 0.183  0.089  0.956  

A-LSTM 0.181  0.085  0.958  

Transition 

Season 

RNN 0.191  0.089  0.952  

LSTM 0.181  0.085  0.957  

A-LSTM 0.183  0.089  0.956  

Heating 

Season 

RNN 0.171  0.084  0.955  

LSTM 0.172  0.082  0.955  

A-LSTM 0.170  0.075  0.956  
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Fig. 6-5 The electricity demand prediction results of random one-week candidate models in 

different seasons. 
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Fig. 6-6 The RTP prediction results of random one-week candidate models in different 

seasons.  
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Fig. 6-7 The PV generation prediction results of random one-week candidate models in 

different seasons.  

Fig. 6-5 illustrates that all three electricity demand prediction models fit the demand curve well. 
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However, it is noticeable that power demand in the transition season is at its lowest, and the 

prediction performance of the three models in this season is relatively poor (with the R² value being 

the lowest of the entire year). Nevertheless, the three models can predict the moment when the peak 

demand occurs accurately, even though there may be errors in the specific values, which can provide 

valuable information for the control model. Comparing all the prediction models, it can be observed 

that LSTM has the most stable forecasting performance, while RNN and A-LSTM exhibit 

considerable volatility. Therefore, we have comprehensively judged and selected LSTM as the 

forecasting model for power demand. 

Fig. 6-6 illustrates the predictive performance of RTP over one week. It can be observed that 

for datasets with relatively high volatility, the actual predictive performance of RTP is similar to that 

of power demand (with similar R² values). Although there are deviations in the actual predicted 

values, the three prediction models can accurately predict the period of peak electricity prices. It is 

worth noting that all three models display a lag of 1 hour when predicting the time point of peak 

electricity prices. After observation, we found that the predictive model is accurate at the time point 

of the electricity price trend. Still, the specific value is smaller than the actual value, leading to a 

smaller curve growth trend. By comparing the parameters in Table 6-5, it was found that LSTM 

outperforms the other two models, and thus, we chose LSTM as the RTP prediction model. 

Based on the high autocorrelation of PV generation data, the three prediction models 

demonstrated excellent performance, fitting the actual curve well, with only slight errors observed 

in the peak period. By examining the specific performance of each model in Fig. 6-7, it was found 

that A-LSTM outperforms the other two models in predicting peak time, which can provide valuable 

information for the control model. Although the evaluation index of LSTM is comparable to that of 

A-LSTM, it was observed that LSTM's performance is more stable, but its ability to predict peak 

time is not as accurate as A-LSTM. Therefore, this experiment selected A-LSTM as the PV 

generation prediction model. 
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In summary, based on the experimental results and comprehensive judgment, we selected 

LSTM as the prediction model for power demand and RTP. At the same time, A-LSTM was chosen 

as the PV power generation prediction model. Although the prediction models may have some errors 

in specific values, they can still provide valuable information for the control model. It is worth 

noting that the sample utilization ratio of A-LSTM is less than that of LSTM when the training 

sample is less than two years, which may affect its prediction effect. However, for high-quality 

training data such as photovoltaic power generation, the prediction results of A-LSTM and LSTM 

tend to be similar. The experimental results also revealed the seasonal and periodic rules of power 

demand and PV generation, which can be utilized in developing effective control strategies. 

6.5.2 RL agent for Data-Driven control 

6.5.2.1 Training process analysis 

Through the callback function provided by Stable Baseline[29], we found that most models 

generally reach the highest cumulative reward during 50 to 60 episodes of training, and each episode 

simulates 13199 hours of run optimization. The average episodic rewards of the different algorithms 

across all 60 episodic can be found in Fig. 6-8. After taking random actions for the first ten episodes 

of exploration, all agents show similar initial behaviors and begin to gain benefits progressively. 

After around forty episodes, The average reward growth of all agents starts to slow down and 

gradually converges. We can see that M.1 fluctuates significantly in the initial stage, which is 

determined by the nature of its on-policy. Its performance tends to be stable with the increased 

number of training episodic. It indicates that the training performance of the PPO algorithm based 

on the on-policy method is weaker than that of other off-policy algorithms on small data samples. 

Conversely, Although TD3's average reward is close to that of other algorithms in the first ten 

episodes, it keeps the highest average reward after that. It proves that TD3 performs significantly 

better than the other algorithms, with a best average reward of more than 0, suggesting that it can 
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extract valuable knowledge from the data more efficiently. 

This section will summarize the results of the simulation experiment. All the RL models are 

trained for 50 episodes for fairness and efficiency. We first evaluated all the proposed RL algorithms 

against the two optimization objectives presented in Section 6.3.2.3. Then we analyzed the 

performance of these algorithms in detail through a visual analysis of three typical cases.  

Fig. 6-8 Average rewards per episodic in the training process. 

6.5.2.2 Energy cost optimization analysis 

First, we compare the annual energy costs of the four algorithms and the baseline model, which 

is summarized in Table 6-6. Note that a positive cost represents purchasing power from the public 

grid, while a negative cost represents the profit from selling PV generation to the public grid. We 

can see all RL algorithms achieve the optimization of energy cost for the total annual cost. PPO has 

the worst optimization effect among the four algorithms, with its energy cost reduced by only 4.02% 

compared to the baseline model. In addition, it did not achieve cost optimization targets in June. 

The other three off-policy algorithms have achieved good results, which proves that the off-policy 
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algorithm is more suitable to deal with the practical applications of this scenario with better sample 

efficiency. Among them, the annual optimization effect of TD3 is the best, which reduces the cost 

by 17.82% compared with the baseline model. Next came DDPG, close to TD3, with a 15.45% cost 

reduction relative to the baseline model. It also proves that the actor-critic framework algorithms 

have advantages in dealing with this scenario. 

 It is important to note that SAC is not optimized as well as DDPG and TD3 in this study. This 

is because SAC is better suited for tasks requiring more exploration and diversity, while TD3 is 

better suited for tasks prioritizing accuracy and stability. Additionally, this study used a pre-tuned 

model from the Stable Baselines framework[29], compensating for the hyperparameter tuning 

disadvantage of TD3. At the same time, the model-based optimization framework further limits 

SAC's exploration capabilities. Therefore, TD3 and DDPG have an advantage over SAC in this 

scenario. 

Additionally, Table 6-7 and Fig. 6-9 compare energy savings costs between the models in 

Chapters 5 and 6. Both models use the same training and test sets and adopt a model-based 

framework. However, there are three main differences between the two models. Firstly, the model 

in Chapter 6 uses multi-objective optimization, while the model in Chapter 5 uses single-objective 

optimization. Secondly, the observed value of the model in Chapter 6 includes the predicted value 

for the next moment, whereas the model in Chapter 5 only considers the current moment. Thirdly, 

the RL model of the actor-critic is adopted in Chapter 6, while the value-based model is used in 

Chapter 5. Through comparison, we find that the TD3 improvement method proposed in Chapter 6 

has the best optimization effect, resulting in an annual cost savings increase of 3155.82Yen 

compared to the D3QN method used in Chapter 5, which indicates that the proposed improvement 

method in Chapter 6 is successful and contributes to significant cost savings. 
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Table 6-6 Annual energy cost result and percentage difference against the Baseline model. 

Month M.0(Yen) M.1(Yen) M.2(Yen) M.3(Yen) M.4(Yen) 

Jan 22575.21 21638.04 21049.83 21536.78  21375.14  

Feb 19257.42 18631.07 17990.31 18126.05  18151.57  

Mar 2424.09 2161.89 2079.55 1999.84  1968.18  

Apr -1276.51 -1329.10 -2021.08 -1996.41  -2013.67  

May -1990.03 -2077.12 -2552.06 -2593.28  -2500.74  

Jun -4016.58 -3949.97 -4806.07 -4706.14  -4831.08  

Jul -348.45 -372.59 -1091.39 -1098.56  -1085.25  

Aug 1894.51 1846.35 1449.84 1152.54  1161.03  

Sep 1046.97 1011.18 670.38 312.86  280.71  

Oct -610.77 -765.32 -781.51 -1613.40  -1689.44  

Nov 9312.58 8941.64 8759.79 7883.95  6980.48  

Dec 16151.86 16091.94 15592.44 15463.64  15142.14  

Total cost 64420.30 61828.01 56340.03 54467.88  52939.06  

VS Baseline 

 

4.02% 12.54% 15.45% 17.82% 

Table 6-7 Compares cost savings on validation sets of the models proposed in this study. 

Algorithm Framework Num of  

optimization objective 

Considering real-time  

prediction values 

Cost saving 

(Yen) 

PPO Model-based Two Yes 2592.29 

SAC Model-based Two Yes 8080.27 

DDPG Model-based Two Yes 9952.42 

TD3 Model-based Two Yes 11481.24 

Q-learning Model-based One NO 1952.89 

DQN Model-based One NO 5961.99 

D3QN Model-based One NO 8352.42 
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Fig. 6-9 Compares cost savings on validation sets of the models proposed in this study.  

Since the test dataset’s features fluctuate greatly in different months, the annual statistics cannot 

fully reflect the optimization effect of these algorithms. To evaluate the experimental results in more 

detail, we divided the year into three periods according to the use of HVAC: heating season, cooling 

season, and transition season. We have calculated the energy cost savings of the four algorithms in 

these three periods, respectively, and the results are summarized in Table 6-8. 

Table 6-8 Quarterly cost savings against the Baseline model 

 

M.1(Yen) M.2(Yen) M.3(Yen) M.4(Yen) 

Heating season 1994.37  3904.70  4286.64  5647.73  

Cooling season 41.48  2353.69  2915.74  3051.04  

Transition season 556.43  1821.88  2750.03  2782.46  

We can see that the cost optimization effect of the four algorithms is the best in the heating 

season. It can be seen from Fig.3-7a that the energy demand and RTP fluctuation in the heating 

season are the strongest, while the PV generation is the lowest in the whole year. In this case, the 
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RL agents can pay more attention to the fluctuations of demand and RTP, according to which agents 

will intelligently choose the time point of charge and discharge to realize the optimization of energy 

cost. For the cooling season, we can also find in Fig.3-7a that its average energy demand, RTP, and 

PV generation are both high, which puts forward higher requirements on the learning ability of 

agents. The optimization results show that M2, M3, and M4 can learn the rule of feature change 

well, while M1 fails to achieve this goal. We can also find that the energy demand and PV generation 

in the transition season are close to that in the cooling season. The only difference is that the RTP 

in the transition season is relatively low, so the agent only needs to focus on PV and demand 

schedule during this period. The performance of M.2, M.3, and M.4 remained stable in this period, 

while that of M1 also picked up. The reasons for these phenomena are described in detail in section 

6.5.2.4. 

6.5.2.3 PV self-consumption ratio optimization analysis 

To ensure the self-consumption ratio of renewable energy and avoid the system using RTP 

fluctuations for arbitrage, we set the PV self-consumption ratio of the ESS during the optimization 

period should be higher than the baseline model. We calculated the annual PV self-consumption 

ratio of the test dataset, and the results are shown in Table 6-9. It can be seen that all the algorithms 

proposed in Chapter 6 have reached the optimization goal. Surprisingly, the PV self-consumption 

ratio of PPO was the highest, while TD3 was the least. Since the reward function used in this 

experiment was composed of energy cost and self-consumption ratio, it showed that different 

algorithms had different sensitivities to these two parts. In future research, we should try to fine-

tune the reward function's weight coefficient 𝑎 according to different algorithms to obtain a better 

optimization effect.  

According to the comparison with the model proposed in Chapter 5, it can be concluded that 

the reward function proposed in this chapter is effective. The comparison reveals that the PV self-
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consumption ratio of the three models proposed in Chapter 5 does not reach the level of the baseline 

model because the reward function in Chapter 5 does not include rewards and punishments for the 

PV self-consumption ratio. This comparison proves that the reward function proposed in this chapter, 

which includes rewards and punishments for the PV self-consumption ratio, is important in 

achieving higher photovoltaic absorption rates. 

Table 6-9 Annual PV self-consumption ratio results 

Algorithm PV self-consumption ratio Num of optimization objective 

Baseline 66.80% NA 

PPO 68.91% Two 

SAC 69.78% Two 

DDPG 67.98% Two 

TD3 67.66% Two 

Q-learning 65.98% One 

DQN 65.81% One 

D3QN 65.73% One 

Fig. 6-10 Thermal map of PV self-consumption ratio  

The comparison of the PV self-consumption ratio in different months is shown in Fig.6-10. It 

can be seen that the PV self-consumption ratio of M.1 and M.2 is significantly higher than that of 

M.3 and M.4 in winter. However, their performance is similar in other seasons. It indicates that M.1 

and M.2 are more sensitive to the PV self-consumption ratio in winter, thus neglecting the energy 



CHAPTER SIX: OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING REINFORCEMENT LEARNING 

CONSIDERING REAL-TIME ENERGY PREDICTION 

6-38 

cost optimization. The analysis in the previous section showed that the cost optimization effect of 

M.1 and M.2 was weaker than that of M.3 and M.4, which also confirmed this conclusion. 

6.5.2.4 Visualization analysis of optimization results 

This section describes the optimization performance of each algorithm in one week to 

demonstrate specific optimization strategies. We will discuss three typical cases of the heating, 

cooling, and transition seasons according to the classification standards in Section 4.2.1. 

Fig. 6-11 One-week optimization results of the heating season 
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Fig.6-11 shows the optimization results of different optimization algorithms during one week 

in the heating season. The left ordinate indicates the state of charge(SOC), the right ordinate 

indicates the RTP and the abscissa indicates the hour. For this week's optimization task, we can see 

that the four algorithms have adjusted based on the baseline model. As seen from Fig.6-11, all 

algorithms can predict future demand and RTP trends and adopt the strategy of storing power for 

the possible price peak in the evening to achieve cost optimization. Both DDPG and TD3 performed 

well, with optimized results of 285.62(Yen) and 321.78 (Yen), respectively. However, PPO failed to 

execute the strategy on the second, sixth, and seventh days, thus achieving an optimization result of 

only 60.2 (Yen). On the contrary, SAC over-implemented this strategy. It chose too low discharge 

efficiency on the second and fifth days, which resulted in the discharge action missing the peak 

price, thus achieving a cost optimization result of 190.21 (Yen). This proves that DDPG and TD3 

based on the actor-critic framework have a good learning effect on cost optimization. 

Fig.6-12 shows the optimization results of different optimization algorithms during one week 

in the cooling season. We found that the optimization strategy of each algorithm at this period 

includes the following two points: (1) When the battery has stored enough power, it will hold it until 

the evening price peaks occur. (2) When the RTP is low in the morning, the battery will choose to 

delay charging, and the PV generated during this period will be sold to the public grid for profit. 

The reason for the appearance of strategy 2 is that PV generation is abundant in summer, and the 

PV self-consumption ratio can be ensured not to be lower than the baseline model even if the PV 

sales volume is increased. It can be seen that DDPG and TD3 are more inclined to strategy 1 in the 

selection of optimization strategy, and they perform well in the selection of discharge time point and 

slightly increased the sale of PV in the morning, with optimization results of 101.56(Yen) and 

167.06(Yen), respectively. In contrast, PPO paid more attention to strategy 2. Although the sale of 

PV increased, the cost optimization goal was not achieved due to poor selection of discharge action. 

It can be seen that constrained by the model-based framework, the space for each algorithm to 



CHAPTER SIX: OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING REINFORCEMENT LEARNING 

CONSIDERING REAL-TIME ENERGY PREDICTION 

6-40 

realize cost optimization by increasing the sale of PV is very limited, and proper discharge action 

selection is the key to ensuring optimization efficiency. 

Fig. 6-12 One-week optimization results of the cooling season 

Fig.6-13 shows the optimization results of different optimization algorithms during one week 

in the transition season. The strategies adopted by the algorithms during the transition season are 

similar to the cooling season because these two seasons’ data distribution is very similar, except for 
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the difference in energy demand. By calculating the optimization result, we found that the 

optimization effect of TD3 is still the best (805.14 Yen), followed by DDPG (168.33 Yen). It can be 

seen that the optimization effect of SAC is only a fine-tuning of the baseline model, so it only 

achieved an optimization structure of 34.57 (Yen). However, PPO failed to optimize again because 

it incorrectly adjusted the charging rate on the first and fourth days, resulting in insufficient power, 

thus reducing the utilization of renewable energy. 

Fig. 6-13 One-week optimization results of the transition season 



CHAPTER SIX: OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING REINFORCEMENT LEARNING 

CONSIDERING REAL-TIME ENERGY PREDICTION 

6-42 

6.6 Conclusion 

The RL-based energy control approach presents a promising potential for improving building 

energy efficiency due to their ability to learn strategies from environmental data and their scalability. 

This study proposed a model-based RL control method considering real-time prediction values for 

operation optimization of the residential PV-battery system. The optimization goals aim at reducing 

the energy cost of the microgrid and ensuring that the PV self-consumption ratio is not lower than 

the baseline model. To achieve this goal, this study designed a new multi-objective optimization 

reward function, and experimental results proved the effectiveness of the designed reward function. 

One of the key steps in this study was to develop and evaluate nine different prediction models with 

varying structures to predict power demand, real-time electricity price, and photovoltaic power 

generation. The optimal prediction model was selected for each variable through a comparative 

evaluation process. The experimental results showed that LSTM is more suitable for energy 

prediction of small sample data of household energy systems. Subsequently, the predicted value 

from the selected models was incorporated into the observed state variable of the RL models for the 

next time step.  

In the case study, we analyzed the differences in optimization strategies between these four 

algorithms and evaluated their optimization efficiency during different periods. Although many RL-

based energy management applications have been proposed, only a few studies have compared the 

optimization strategies between different RL algorithms in practical applications. This paper fills 

this gap, helping users better understand the performances of different algorithms in this scenario to 

facilitate the selection of RL algorithms for specific applications. 

In implementing the control model, we first set the benchmark strategy used by the target 

building as the baseline model, which has been validated in Chapter 5. Then we adopted four 

advanced RL algorithms (PPO, SAC, DDPG, and TD3) to optimize the operation of the baseline 

model. The experimental results showed that the above four algorithms could achieve the 
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optimization objective by using the designed reward function in this study. Furthermore, the TD3 

algorithm had the best performance in each season of the year. It could reduce the annual energy 

costs by 17.82% and increase the PV self-consumption ratio by 0.86% compared with the baseline 

model. In addition, the improved method proposed in this chapter is superior to the models proposed 

in Chapter 5 in terms of cost optimization and PV self-consumption ratio, which indicates that the 

solution proposed in this chapter is a better approach for this scenario. 

Future research will first focus on designing and optimizing reward functions in scenarios 

where additional energy sources (such as wind or fuel cells) and control objectives (such as heat 

pumps or air conditioners) are added[30–32]. Second, we will continue tuning these algorithms’ 

hyperparameters to improve their generalization ability to deploy them in other buildings easily[33].  
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7.1 Conclusion 

Renewable energy has developed steadily in recent years in the context of energy shortages 

and safe supply requirements. The power sector, in particular, plays a crucial role in energy 

conservation and emission reduction. Renewable energy development can reduce dependence on 

fossil fuels and improve energy self-sufficiency rates. Since over 40% of total energy consumption 

comes from buildings, increasing the self-sufficiency rate of renewable energy in buildings is critical. 

While Japan's implementation of the feed-in tariff in 2011 led to explosive growth in household 

renewable energy equipment, the trend slowed as the feed-in tariff price decreased. Therefore, it is 

urgent to reduce further the cost of running household renewable energy equipment. This research 

focuses on applying machine learning in optimizing building energy system operations further to 

reduce the operation cost of building energy systems and increase the self-sufficiency rate of 

renewable energy. 

The main works and results can be summarized as follows: 

In Chapter 1, INTRODUCTION AND PURPOSE OF THE RESEARCH. Chapter 1 introduces the 

background of energy research, including the current situation and bottlenecks of comprehensive 

energy development, as well as the importance of developing variable renewable energy sources. 

Additionally, it presents renewable energy's development and current state globally and in Japan. 

The chapter also highlights recent advances in energy prediction, reinforcement learning control, 

and related research demonstrating how machine learning technology can address energy security 

and renewable energy deployment issues in building energy systems. Finally, this chapter outlines 

the paper's research purpose and logical framework to help reviewers better understand its content. 

In Chapter 2, METHODOLOGY. Chapter 2 focuses on the key concepts and methods used in the 

study, which include machine learning, deep learning, deep reinforcement learning, and energy 

storage systems. Specifically, the chapter summarizes the fundamental theories and methodologies 
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of deep learning and deep reinforcement learning, which form the foundation of the algorithms 

utilized in the subsequent research. 

In Chapter 3, MATERIALS AND DATA PREPROCESSING. Chapter 3 provides an in-depth 

analysis of the data resources and this study's preprocessing steps. The measured energy system data 

from Kitakyushu Science Research Park and Jono Zero Carbon Smart Community were utilized. 

This section details the system under consideration, the methodology employed for data 

preprocessing, potential data patterns, and the creation of the training and test sets utilized in the 

subsequent experiments. 

In Chapter 4, POTENTIAL ANALYSIS OF THE ATTENTION-BASED LSTM MODEL IN 

BUILDING ENERGY SYSTEM. Chapter 4 aimed to evaluate the potential of using an attentional-

based LSTM network (A-LSTM) to predict HVAC energy consumption in practical applications. 

To assess the potential applicability of the A-LSTM model in practical scenarios, the training and 

testing datasets used in the experiments consist of actual energy consumption data collected from 

Kitakyushu Science Research Park in Japan. Five baseline models (A-LSTM, LSTM, RNN, DNN, 

and SVR) were developed, and the Tree-structured Parzen Estimators (TPE) algorithm was 

introduced to optimize the model's super parameters. The subsequent application of the models on 

the target database resulted in a comprehensive analysis of the results from multiple perspectives. 

The results indicate that the A-LSTM model achieved the highest prediction accuracy, surpassing 

the LSTM model with a 3.06% reduction in overall RMSE, a 6.54% decrease in MSE, and a 0.43% 

increase in R² value. Furthermore, the A-LSTM model performed exceptionally well when the 

length of the training set was between 4 and 6 years. However, the model's prediction accuracy 

sharply decreased when the size of the training set was reduced to 2 years, indicating its limitations 

in predicting small sample data. 

In Chapter 5, OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING 

VALUE-BASED REINFORCEMENT LEARNING. Chapter 5 presented the proposed model-
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based deep reinforcement learning algorithm called Model-based Double-Dueling Deep Q-

Networks (MB-D3QN). This algorithm was used to optimize the cost-effective operation of a 

residential house equipped with a grid-connected PV-battery system in Japan. Results compared and 

analyzed the performance of Q-learning, DQN, and D3QN agents in optimizing the scheduling 

strategy of the residential PV-battery system based on real-world monitored data and real-time 

electricity price. The experimental results proved the effectiveness of the reward function design, 

and both DQN and D3QN algorithms can reduce energy costs. The case analysis based on the 

measured data also proves that the MB-D3QN algorithm provides a more efficient scheduling 

strategy. Compared to the baseline model, it reduces the annual electricity cost by 11.27%. 

According to the analysis of cost-effectiveness and influencing factors, it could be concluded that 

the optimization effect of the MB-D3QN method was mainly affected by the difference between the 

average PV generation and average load and then by the average RTP. The analysis of the Soc 

control effect proves that MB-D3QN can intelligently judge the future load and electricity price 

peak and take reasonable charge and discharge action. The comparison between the model-based 

D3QN method and the model-free D3QN method shows that the model-based approach proposed 

in this study can significantly improve sample utilization and effectively learn empirical knowledge 

from limited small sample data.  

In Chapter 6, OPERATIONAL OPTIMIZATION FOR BUILDING ENERGY SYSTEMS USING 

ACTOR-CRITIC BASED REINFORCEMENT LEARNING CONSIDERING REAL-TIME 

ENERGY PREDICTION. Chapter 6 proposed a model-based RL control method considering real-

time prediction values for operation optimization of the residential PV-battery system. The 

optimization goals aim at reducing the energy cost of the microgrid and ensuring that the PV self-

consumption ratio is not lower than the baseline model. To achieve this goal, this study designed a 

new multi-objective optimization reward function, and experimental results proved the effectiveness 

of the designed reward function. One of the key steps in this study was to develop and evaluate nine 
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different prediction models with varying structures to predict power demand, real-time electricity 

price, and photovoltaic power generation. The optimal prediction model was selected for each 

variable through a comparative evaluation process. Subsequently, the predicted value from the 

selected models was incorporated into the observed state variable of the RL models for the next time 

step. The experimental results showed that the above four algorithms could achieve the optimization 

objective by using the designed reward function in this study. The TD3 algorithm had the best 

performance in each season. It could reduce the annual energy costs by 17.82% and increase the PV 

self-consumption ratio by 0.86% compared with the baseline model. In addition, the improved 

method proposed in this chapter is superior to the models proposed in Chapter 5 in terms of cost 

optimization and PV self-consumption ratio, which indicates that the solution proposed in this 

chapter is a better approach for this scenario. 

In Chapter 7, CONCLUSION AND OUTLOOK. A summary of each Chapter is concluded. 

7.2 Outlook  

The main goal of this paper is to optimize building energy systems using the latest machine 

learning technology. However, the study's limitations are mainly evident in the application scenarios. 

Specifically, the experiment only focused on optimizing the operation of energy storage equipment. 

In contrast, buildings typically have other energy equipment, such as wind power generation, heat 

pumps, and fuel cells. This limitation indicates that there is still a long way to go before our research 

can be practically applied. Therefore, future research will first focus on designing and optimizing 

reward functions in scenarios where additional energy sources (such as wind or fuel cells) and 

control objectives (such as heat pumps or air conditioners) will be added[42–44]. Second, we will 

continue tuning these algorithms' hyperparameters to improve their generalization ability to deploy 

them in other buildings [45] easily. Third, We will deploy the solution proposed in this research in 

real-world buildings, where the reinforcement learning agent will be deployed on cloud computing 

servers. We aim to further refine and improve this research through practical applications. 
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